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Die dritte Welle der HochKI-Befragung untersucht den Einsatz generativer KI-Tools in der Öffentlich-
keitsarbeit deutscher Hochschulen im Jahr 2025. Auf Basis einer teilstandardisierten Online-Befra-
gung, an der sich 64 Kommunikationsabteilungen beteiligt haben, analysiert die Studie Nutzungsmus-
ter, Anwendungsfälle und Herausforderungen entlang der Phasen der Kommunikationsplanung. Als 
neues Messinstrument wird die KIWI-Matrix (KI in der Wissenschaftskommunikation) eingeführt, die 
den KI-Einsatz differenziert nach Themenwahl, Zielgruppenanalyse, Kommunikationszieldefinition, 
Medium-/Formatauswahl, Stil/Tonalität und Wirkungsanalyse erfasst. Die Ergebnisse zeigen eine dy-
namische Diffusion generativer KI seit 2023: Die regelmäßige Nutzung von Textgenerierungstools stieg 
von 22 auf 84 Prozent, Übersetzungstools werden von 83 Prozent regelmäßig eingesetzt. Gleichzeitig 
offenbart sich eine ausgeprägte strategische Lücke: Während KI intensiv für operative Aufgaben wie 
Textoptimierung und Übersetzung genutzt wird, bleiben analytische Phasen wie Zielgruppenanalyse 
(5 %) und Wirkungsmessung (3 %) weitgehend unberührt. Datenschutzbedenken (81 %) und Fakten-
treue (77 %) bilden die zentralen Hemmnisse. Geringe Budgets und informelle „Schatten-KI“-Nutzung 
(69 %) verweisen auf eine Diskrepanz zwischen institutioneller Regulierung und faktischer Praxis. Die 
Studie konstatiert einen beginnenden Rollenwandel von Kommunikator.innen als Produzent.innen hin 
zu Kurator.innen, dessen Vollzug jedoch eine durchgängige KI-Unterstützung aller Planungsphasen 
voraussetzt.  

The third wave of the HochKI survey examines the use of generative AI tools in public relations at Ger-
man higher education institutions in 2025. Based on a semi-standardized online survey in which 64 
communication departments participated, the study analyzes usage patterns, use cases, and chal-
lenges along the phases of communication planning. The KIWI matrix (AI in Science Communication) 
is introduced as a new measurement instrument, capturing AI deployment differentiated by topic se-
lection, target group analysis, communication goal definition, medium/format selection, style/tonal-
ity, and impact analysis. Results demonstrate a dynamic diffusion of generative AI since 2023: Regular 
use of text generation tools increased from 22 to 84 percent, while translation tools are regularly em-
ployed by 83 percent. Simultaneously, a pronounced strategic gap emerges: While AI is intensively 
used for operational tasks such as text optimization and translation, analytical phases like target 
group analysis (5%) and impact measurement (3%) remain largely untouched. Data protection con-
cerns (81%) and factual accuracy (77%) constitute the primary barriers. Limited budgets and informal 
„shadow AI“ usage (69%) indicate a discrepancy between institutional regulation and actual practice. 
The study identifies an emerging role shift from communicators as producers toward curators, though 
its completion requires comprehensive AI support across all planning phases. 

https://www.hof.uni-halle.de/web/dateien/pdf/ab135_WEB.pdf
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Zentrale Ergebnisse 

Generative KI-Tools wie ChatGPT, DeepL oder Mid-
journey haben die Kommunikationsabteilungen deut-
scher Hochschulen in kürzester Zeit durchdrungen. 
Innerhalb von nur drei Jahren ist die regelmäßige Nut-
zung von Textgenerierungstools von 22 auf 84 Prozent 
gestiegen – eine Entwicklung, die in ihrer Geschwin-
digkeit beispiellos ist. Doch hinter diesem Aufwuchs 
verbirgt sich ein komplexeres Bild: Die Hochschul-
kommunikation nutzt KI vor allem, um schneller zu 
produzieren, nicht jedoch, um strategischer zu pla-
nen. Die dritte Welle der HochKI-Befragung, an der 
sich 64 Pressestellen und Kommunikationsabteilun-
gen beteiligt haben, dokumentiert diesen Übergang 
von der experimentellen Phase zur pragmatischen 
Konsolidierung und identifiziert die Hürden auf dem 
Weg zur systematischen Integration. 

KI im Alltag nur für bestimmte Aufgaben 

Die Zahlen sprechen eine deutliche Sprache: 84 Pro-
zent der befragten Kommunikationsabteilungen nut-
zen Textgenerierungstools mindestens monatlich, 
36 Prozent sogar täglich. Übersetzungs- und 
Sprachkorrekturtools wie DeepL erreichen mit 
83 Prozent regelmäßiger Nutzung ähnlich hohe Wer-
te. Diese beiden Anwendungsfelder dominieren den 
KI-Einsatz in der Hochschulkommunikation. 

Dahinter folgt mit deutlichem Abstand Dokumenten-
auswertung (42 %), Bildgenerierung (36 %) und Trans-
kription von Audio- und Videomaterial (33 %). Diese 
Tools werden zwar von einem relevanten Teil der Ab-
teilungen genutzt, sind aber noch nicht flächende-
ckend etabliert. 

Am Ende der Skala stehen Audio- und Videogenerie-
rung mit lediglich acht bzw. fünf Prozent regelmäßiger 
Nutzung. Synthetische Stimmen, KI-generierte Erklär-
videos oder automatisierte Podcast-Produktion spie-
len in der Hochschulkommunikation bislang kaum ei-
ne Rolle. 

Der Blick auf die Zeitreihe seit 2023 verdeutlicht die 
Dynamik: Die Nutzung von Textgenerierung hat sich 
nahezu vervierfacht, Dokumentenauswertung stieg 
von einem auf 42 Prozent, Bildgenerierung von drei 
auf 36 Prozent. Lediglich Übersetzungstools waren 
bereits 2023 weit verbreitet und zeigen nur noch mo-
derate Zuwächse. 

Die häufigsten konkreten Anwendungsfälle kon-
zentrieren sich auf den redaktionellen Alltag: 

• Erstellung und Überarbeitung von Pressemitteilun-
gen, Webnews und Newslettern 

• Vorbereitung von Social-Media-Beiträgen und An-
passung an verschiedene Plattformen 

• Übersetzung von Texten, insbesondere ins Engli-
sche 

• Stilistische Glättung und Qualitätskontrolle von 
Texten 

• Generierung von Überschriften und Teasern 

• Recherche und Zusammenfassung von Hinter-
grundinformationen 

• Vereinfachung komplexer wissenschaftlicher In-
halte 

Besonders verbreitet sind dabei institutionelle Lösun-
gen wie HAWKI – ein an mehreren Hochschulen ein-
gesetzter, datenschutzkonformer KI-Chatbot – sowie 
die etablierten kommerziellen Dienste ChatGPT, 
DeepL und Perplexity. Im Bereich der Bildgenerierung 
werden Midjourney, Adobe Firefly und Canva AI ge-
nannt, wenngleich Bildgenerierung deutlich seltener 
regelmäßig genutzt wird. 

Geringe Automatisierung   

Die Ergebnisse zeigen zudem, dass generative KI bis-
lang vor allem als assistierende Technologie einge-
setzt wird: Mit sehr hohen Nutzungsraten bei Textge-
nerierung sowie Übersetzungs- und Sprachkorrektur-
tools hat sich KI als effizientes Instrument für redakti-
onelle Routineaufgaben etabliert, was der klassi-
schen Diffusionslogik neuer Technologien entspricht.  

Gleichzeitig zeigt sich eine deutliche Begrenzung die-
ser Entwicklung: KI-gestützte Automatisierung und 
der Einsatz von Agenten sind mit lediglich sechs Pro-
zent kaum verbreitet, und die Mehrheit der Abteilun-
gen verzichtet weiterhin auf automatisierte Work-
flows. Mithin wird KI in der Hochschulkommunikation 
bislang primär zur Beschleunigung bestehender Pro-
zesse genutzt, nicht jedoch zur grundlegenden Reor-
ganisation von Arbeitsabläufen. 

Viel Produktion, wenig Analyse 

Ein zentraler Befund der Studie ist das ausgeprägte 
Gefälle zwischen operativer und strategischer KI-
Nutzung. Die Kommunikationsabteilungen setzen KI 
intensiv für die Erstellung und Optimierung von Inhal-
ten ein, aber kaum für deren Planung, Ausrichtung 
oder Evaluation. Für deren Erfassung wurde erstmals 
die KIWI-Matrix („KI in der Wissenschaftskommunika-
tion“) genutzt, die KI-Nutzung entlang von sechs Pha-
sen der Kommunikationsplanung erfragt. 

Für Aufgaben im Bereich „Stil und Tonalität“ – also 
Textoptimierung, Übersetzung, Zielgruppenanpas-
sung – nutzen 42 Prozent der Befragten KI mindestens 
monatlich. Bei der Texterstellung selbst sind es so-
gar 55 Prozent. Demgegenüber stehen die strategi-
schen Phasen der Kommunikationsplanung: Nur 
5 Prozent nutzen KI regelmäßig für Zielgruppenana-
lysen, keine befragte Hochschule für die Definition 
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von Kommunikationszielen, und lediglich drei Pro-
zent für die Wirkungsanalyse ihrer Kommunikation. 

Diese Lücke ist bemerkenswert, denn gerade in den 
analytischen Phasen liegt erhebliches Potenzial. So 
wären datengestützte Zielgruppensegmentierung, 
automatisiertes Monitoring von Reichweiten und Re-
sonanz, Sentiment-Analysen von Social-Media-Reak-
tionen technisch möglich, werden aber kaum prakti-
ziert. Die Hochschulkommunikation nutzt KI, um effi-
zienter zu arbeiten, nicht um besser zu planen. 

Chancen und Risiken in den  
Planungsphasen 

Die Studie erfasst erstmals, welche Chancen und Ri-
siken die Kommunikationsverantwortlichen mit dem 
KI-Einsatz in den sechs Phasen der Kommunikations-
planung verbinden: 

• In der Themenwahl gilt schnellere Recherche und 
Trend-Erkennung als größte Chance, während un-
klare Quellenqualität und Themenverflachung als 
Risiken genannt werden.  

• Bei der Zielgruppenanalyse sehen die Befragten 
Potenzial für präzisere Segmentierung und daten-
gestützte Personas, befürchten jedoch verzerrte 
Zielgruppenmodelle durch Bias in den Trainingsda-
ten.  

• Für die Kommunikationszieldefinition könnte KI 
die Ableitung und Operationalisierung von Zielen 
unterstützen; das Risiko liegt in mangelnder strate-
gischer Passung und der Überbetonung quantifi-
zierbarer Metriken.  

• Bei Medium- und Formatauswahl liegen die Chan-
cen in effizienter Multiformat-Aufbereitung und ka-
nalübergreifender Konsistenz, die Risiken in Stan-
dardisierung auf Kosten kreativer Vielfalt sowie in 
urheberrechtlichen Fragen.  

• Am deutlichsten wird der Nutzen bei Stil und Tona-
lität gesehen, dem steht jedoch die Sorge gegen-
über, die institutionelle Stimme und Authentizität 
zu verlieren.  

• Für die Wirkungsanalyse werden Potenziale in au-
tomatisiertem Monitoring und datengestützter Op-
timierung erkannt; als Risiken gelten Fehlinterpre-
tationen durch intransparente Modelle und die 
schwierige Attribution von Kommunikationswirkun-
gen. 

Über alle Phasen hinweg ziehen sich zwei Quer-
schnittsthemen. Zum einen die Gefahr von Fehlin-
formationen und „Halluzinationen“, zum anderen Da-
tenschutzprobleme bei der Verarbeitung sensibler In-
formationen. 

Zufrieden, aber nicht begeistert 

Die Zufriedenheit mit den eingesetzten KI-Tools ist 
moderat positiv. Auf einer Skala von 1 (negativ) bis 5 
(positiv) liegt der Gesamtmittelwert bei 3,2. Am bes-
ten bewertet werden Dokumentenauswertung und 
Transkription (je 3,5-3,6), gefolgt von Textgenerierung 
(3,4). Etwas schwächer schneiden kreative Anwen-

dungen ab: Bild- sowie Präsentations- und Designge-
nerierung erreichen 3,1. 

Die Zeitreihe zeigt interessante Entwicklungen: Die 
Zufriedenheit mit Audio- und Videogenerierung ist 
trotz geringer Nutzung stark gestiegen – von elf Pro-
zent hoher Zufriedenheit (2024) auf 55 bzw. 44 Pro-
zent (2025). Dies deutet darauf hin, dass die Qualität 
dieser Tools sich verbessert hat, auch wenn sie noch 
nicht breit eingesetzt werden. Umgekehrt ist die Zu-
friedenheit mit Bildgenerierung leicht rückläufig (von 
41 % auf 34 %), was möglicherweise ein Zeichen ge-
stiegener Ansprüche oder enttäuschter Erwartungen 
ist. 

Hemmnisse: Datenschutz und Faktentreue 

Die mit Abstand größten Herausforderungen beim KI-
Einsatz sind nicht technischer Natur. An erster Stel-
le stehen Datenschutzbedenken, die 81 Prozent der 
Befragten als bedeutsam einstufen – ein deutlicher 
Anstieg gegenüber 52 Prozent im Jahr 2023. Auf Platz 
zwei folgt die Sorge um Faktentreue und Verlässlich-
keit (77 %), auf Platz drei ethische Bedenken (61 %). 

Diese drei Faktoren bilden die Haupthemmnisse, die 
eine tiefere Integration von KI in die Kommunikations-
arbeit verhindern. Die Kommunikator.innen befinden 
sich in einer permanenten Kontrollhaltung: Jeder KI-
generierte Text muss auf Fakten geprüft, jede Formu-
lierung auf Angemessenheit kontrolliert werden. Der 
Effizienzgewinn wird durch diesen Kontrollaufwand 
teilweise wieder aufgezehrt. 

Technische Probleme hingegen spielen eine unterge-
ordnete Rolle, da nur 23 Prozent sie als bedeutsam 
einstufen. Auch die Akzeptanz innerhalb der Hoch-
schule (27 %) und fehlende Weiterbildungsmöglich-
keiten (35 %) werden vergleichsweise selten als Hür-
de genannt. 

Minimale Budgets für maximale  
Transformation 

Die finanzielle Ausstattung für KI-Dienste steht über-
dies in auffälligem Kontrast zur konstatierten Bedeu-
tung der Technologie. Die Hälfte der befragten Abtei-
lungen verfügt über weniger als 150 Euro monatlich 
für KI-Abonnements, Lizenzen und API-Gebühren. 29 
Prozent haben maximal 50 Euro zur Verfügung. Nur 10 
Prozent können zwischen 150 und 500 Euro einset-
zen, Budgets über 500 Euro bleiben absolute Ausnah-
men. 

Besonders auffällig: 36 Prozent der Befragten können 
keine Angabe zum Budget machen – ein Anstieg ge-
genüber 13 Prozent im Vorjahr. Dies deutet darauf 
hin, dass KI-Ausgaben vielfach nicht als eigenständi-
ger Budgetposten geführt werden oder schlicht keine 
Transparenz über die verfügbaren Mittel besteht. 

Diese Budgetrestriktionen haben praktische Konse-
quenzen: Sie verhindern den Zugang zu leistungsfähi-
geren, kostenpflichtigen Tools und treiben die Nut-
zung in informelle Kanäle. 



KI in der Hochschulkommunikation 2025  7 

Das Phänomen der „Schatten-KI“ 

Dies führt sodann zu einem bemerkenswerten Be-
fund der Studie: die Diskrepanz zwischen offizieller 
Regulierung und faktischer Praxis. Zwar existieren in 
53 Prozent der Hochschulen mittlerweile formelle 
Richtlinien zur KI-Nutzung – ein enormer Anstieg ge-
genüber 5 Prozent im Jahr 2023. Doch gleichzeitig ge-
ben 69 Prozent der Befragten an, dass generative KI in 
ihrer Abteilung vermutlich stärker genutzt als offizi-
ell thematisiert wird. Ruft man sich ins Gedächtnis, 
dass nur die Abteilungsleitungen in der Studie befragt 
wurden und „Schatten-KI“ im Verborgenen erfolgt, 
könnte die „Dunkelziffer“ weitaus höher liegen. Dies 
bestätigten ähnliche Beobachtungen in anderen 
Branchen.  

Das Phänomen der „Schatten-KI“ entsteht aus dem 
Zusammenspiel mehrerer Faktoren: Hohe Daten-
schutzbedenken verzögern die offizielle Bereitstel-
lung dienstlicher KI-Zugänge. Geringe Budgets ver-
hindern den Erwerb professioneller Lizenzen. Die Mit-
arbeitenden weichen auf kostenfreie Dienste oder 
privat finanzierte Accounts aus, um ihre Arbeit effi-
zient erledigen zu können. Das Ergebnis ist eine infor-
melle Nutzungspraxis, die außerhalb institutioneller 
Kontrolle stattfindet und einen transparenten und re-
flektierten Einsatz verhindert. Dies birgt in der Folge 
auch Risiken für die Qualitätssicherung. 

Hochschulen ohne strategischen Rahmen 

Auf der Ebene der Hochschule zeigt sich eine weitere 
Vertiefung der KI-Integration. Der Anteil der Hoch-
schulen mit eigenem KI-Chatbot ist von 14 Prozent 
(2024) auf 42 Prozent (2025) gestiegen. 67 Prozent ha-
ben Arbeitsgruppen oder Komitees eingerichtet, die 
sich mit KI befassen. 73 Prozent bieten Schulungen 
für Mitarbeitende und Studierende an. Regelmäßige 
Diskussionen in Gremien und Kommissionen finden 
an 67 Prozent der Hochschulen statt. 

Doch diese operative Aktivität steht in einem Miss-
verhältnis zur strategischen Verankerung. Nur 35 
Prozent der Hochschulen haben strategische Ziele 
oder Initiativen im Zusammenhang mit generativer KI 
definiert. Und nur zwölf Prozent der befragten Kom-
munikationsverantwortlichen sehen einen Beitrag 
von KI zur strategischen Ausrichtung ihrer Kommuni-
kation. Die Hochschulen reagieren auf KI, aber sie ge-
stalten den Wandel noch nicht aktiv. 

Private Hochschulen als Vorreiter 

Die Adaption generativer KI verläuft nicht einheitlich 
über die Hochschullandschaft. Private Hochschulen 
weisen durchweg höhere Nutzungsraten auf als 
staatliche Einrichtungen. Besonders ausgeprägt sind 
die Unterschiede bei der Dokumentenauswertung 
(67 % gegenüber 36 % Prozent) und der Bildgenerie-
rung (67 % gegenüber 23 %). Auch bei der Textgene-
rierung liegen private Hochschulen vorn (92 % gegen-
über 84 %). 

Am anderen Ende des Spektrums stehen künstleri-
sche Hochschulen mit der geringsten KI-Nutzung: 63 
Prozent setzen Textgenerierung regelmäßig ein (ge-
genüber 94 % an Universitäten), Bildgenerierung wird 
von lediglich 13 Prozent genutzt. Diese Zurückhaltung 
dürfte mit der besonderen Bedeutung von Authentizi-
tät und kreativer Eigenständigkeit in künstlerischen 
Kontexten zusammenhängen. 

Von Produktion zur Kuratierung 

In den Einschätzungen zur künftigen Entwicklung 
zeichnet sich ein grundlegender Rollenwandel ab. 
Viele Befragte erwarten, dass klassische Aufgaben 
wie Schreiben und Recherche abnehmen, während 
Qualitätssicherung, redaktionelle Steuerung und die 
Wahrung der institutionellen Stimme wichtiger wer-
den. Die Formel lautet: Weniger Ersteller.innen, mehr 
Kontrolleur.innen. 

Dieser Wandel birgt Chancen und Risiken zugleich. 
Einerseits könnten Kommunikator.innen von Routi-
neaufgaben entlastet werden und mehr Zeit für stra-
tegische und kreative Arbeit gewinnen. Andererseits 
warnen Befragte vor einem „Nachlassen menschli-
cher Kreativität“ und einem „Verlernen eigenständi-
gen Denkens“. Die Sorge, dass Effizienzgewinne zu 
höheren Erwartungen und letztlich zu steigendem Ar-
beitsdruck führen, wird mehrfach artikuliert. 

Fazit: Pragmatische Konsolidierung vor 
transformativer Integration 

Die deutsche Hochschulkommunikation befindet 
sich KI-bezogen in einer Phase der pragmatischen 
Konsolidierung. Die experimentelle Neugier der Jahre 
2023/24 ist einer routinierten Nutzung gewichen – 
allerdings beschränkt auf operative Aufgaben. Die 
strategische Nutzung von KI für Planung, Analyse und 
Evaluation bleibt ein weitgehend unerschlossenes 
Feld. 

Der Übergang zur nächsten Stufe, die durch systema-
tische Integration gekennzeichnet sein wird, wird 
durch ein Bündel von Faktoren gebremst: 

• Datenschutzbedenken und ethische Vorbehalte 
wirken als institutionelle Hemmnisse.  

• Minimale Budgets verhindern den Zugang zu pro-
fessionellen Tools.  

• Fehlende strategische Rahmungen lassen den KI-
Einsatz als Summe individueller Praktiken erschei-
nen, nicht als koordinierte Organisationsentwick-
lung und strategischer Rollenwandel.  

Hier bedarf es auch weiterer Verständigung im Praxis-
feld, welche Art von Rollenwandel wünschenswert, 
unvermeidbar oder intensiv zu koordinieren ist. 

Die zentrale Herausforderung für die kommenden 
Jahre wird sein, diesen Übergang zu gestalten – und 
damit auch die Frage zu beantworten, wie Hochschu-
len glaubwürdig über KI kommunizieren können, 
wenn sie selbst noch am Anfang einer systemati-
schen Integration stehen. 
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Hier könnte die hier vorgestellte KIWI-Matrix ein hilf-
reiches Instrument für die Weiterentwicklung darstel-
len. Sie ist einerseits als empirisches Analysewerk-
zeug für den Entwicklungsstand entlang der Phasen 
der Kommunikationsplanung für wissenschaftliche 
Studien nutzbar. Andererseits kann sie auch zur 

Selbstdiagnose und Reflexion des KI-Einsatzes in den 
Kommunikationsabteilungen und für Wissenschafts-
kommunizierende zum Einsatz kommen, um sich et-
wa über Einsatzszenarien, Chancen und Risiken zu 
vergewissern. 
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1. Problemstellung und Forschungstand 

1.1. Problemstellung 

Die rasante Verbreitung generativer KI-Tools hat Hochschulen bereits voll erfasst – und 
zwar auf allen Ebenen. Internationalen Erhebungen zufolge nutzen 80–92 Prozent der Stu-
dierenden KI-Tools regelmäßig, etwa die Hälfte wöchentlich. Auch unter Lehrenden ist 
die Nutzung gestiegen, wobei 61 Prozent bereits KI in ihrer Arbeit einsetzen (Campbell 
Academic Technology Services 2025). Ebenso nutzen 76 Prozent der Forschenden im 
Jahr 2024 KI in ihrer Arbeit (Oxford University Press 2024). Diese breite Nutzung vollzieht 
sich jedoch unter bemerkenswerten Spannungen: Während die technologische Durch-
dringung voranschreitet, berichten sowohl Studierende als auch Lehrende von erhebli-
chen Unsicherheiten. 58 Prozent der Studierenden fühlen sich nicht ausreichend kompe-
tent im Umgang mit KI, 48 Prozent sehen sich unzureichend auf KI-gestützte Arbeitswel-
ten vorbereitet. Ähnlich skeptisch sind Hochschulleitungen: 59 Prozent halten ihre Ab-
solvent.innen für schlecht auf KI-relevante Berufsumgebungen vorbereitet. (Metropolitan 
State University of Denver 2024; Watson/Rainie 2025)   

Dieses Spannungsverhältnis – hohe Nutzung bei niedriger Kompetenz – ist nicht bloß ein 
Problem der Lehre. Es stellt sich ebenso in der Hochschulkommunikation. Die bisherigen 
Befunde aus den Jahren 2023 und 2024 zeigen, dass Kommunikationsabteilungen KI-
Tools mittlerweile routinemäßig einsetzen: 80 Prozent nutzen Übersetzungstools, 59 Pro-
zent Textgenerierungstools (Henke 2024). Doch wie in der Lehre offenbarte sich auch 
2024 bereits eine Entkopplung zwischen Verbreitung und strategischer Tiefe. Einerseits 
berichten Kommunikationsabteilungen von Effizienzgewinnen bei standardisierten Auf-
gaben und nennen Zeiteinsparung und Effizienzsteigerung als die primären Ziele. Ande-
rerseits bleibt das transformative Potenzial weitgehend ungenutzt: Nur eine Minderheit 
erwartet qualitative Verbesserungen ihrer Kommunikation. Die Zufriedenheit mit den ein-
gesetzten Tools ist bislang moderat bis verhalten. Wenn also Hochschulen insgesamt mit 
der Frage ringen, wie sie ihre Studierenden und Mitarbeitenden auf eine KI-gestützte Ar-
beitswelt vorbereiten, während sie gleichzeitig KI in ihrer Kommunikation noch nicht sys-
tematisch nutzen – dann deutet dies auf ein grundsätzlicheres Problem hin: Es fehlt nicht 
nur an Kompetenz, sondern an einer klugen Differenzierung von Anwendungsfällen. 

Zugleich ist KI-Nutzung in Hochschulen häufig normativ ambivalent gerahmt und mit ei-
nem impliziten Rechtfertigungsdruck versehen. Unterschiedliche Formen der KI-Nutzung 
– etwa die assistierende Unterstützung klar definierter Arbeitsschritte einerseits und de-
legierende oder ersetzende Automatisierung andererseits – werden in Hochschulen 
meist nicht klar benannt oder systematisch voneinander abgegrenzt. Dadurch bleiben le-
gitime und problematische Einsatzweisen unscharf, was strategische Aushandlung er-
schwert und informelle bzw. verdeckte Nutzungen begünstigt. Eine phasenspezifische 
Differenzierung kann dazu beitragen, legitime KI-Assistenz zu enttabuisieren, ohne Ver-
antwortung, Urteilskraft und Autorschaft zu delegieren. 

Die Hochschulkommunikation muss dabei nicht nur ihre eigenen Praktiken überdenken. 
Sie steht auch vor einer reflexiven Herausforderung: Wie kommuniziert eine Hochschule 
authentisch über KI und deren Chancen und Risiken, wenn sie selbst noch am Anfang 
einer systematischen KI-Integration steht? Dies ist kein rein praktisches, sondern ein 
grundsätzlich strategisches Problem. Es genügt nicht zu wissen, dass Hochschulen KI 
nutzen und welche allgemeinen Herausforderungen entstehen. Die praktisch relevante 
Frage für Kommunikationsabteilungen lautet: In welchen konkreten Situationen meines 
Planungsprozesses bin ich mit KI-Unterstützung besser beraten als ohne? Welche Pha-
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sen der Formatentwicklung profitieren von automatisierter Textgenerierung, Bildgenerie-
rung oder anderen KI-Funktionen, und welche erfordern unverrückbar menschliche Kre-
ativität, Urteilskraft und Kontextkenntnis? Und umgekehrt: Wo entstehen durch den KI-
Einsatz neue Risiken – etwa für Authentizität, Faktentreue oder Markenintegrität? 

Die bisherigen Studien zur KI in Hochschulkommunikation (Henke 2023; 2024) haben 
sich primär auf zwei Fragen konzentriert: „Welche Tools werden genutzt?“ und „Welche 
Herausforderungen entstehen dabei?“ Diese Perspektive war notwendig und bleibt rele-
vant. Mit der Etablierung generativer KI in den Kommunikationsabteilungen kann nun der 
Blick von Tool-Features und allgemeinen Herausforderungen auf die Spezifik von Anwen-
dungsfällen der Kommunikation in den Blick genommen werden. Die Anwendungsfälle 
entstehen nicht aus den Eigenschaften von Tools allein, sondern aus dem Zusammen-
spiel zwischen Tool-Kapazitäten und konkreten Kommunikationsaufgaben – und diese 
Aufgaben sind in verschiedenen Phasen eines Planungsprozesses fundamental unter-
schiedlich. 

Hier setzt die dritte Befragung an. Statt weiterhin allein nach Tooltypen zu differenzieren 
(Textgenerierung, Bildgenerierung, Transkription usw.), führt diese Studie eine neue ana-
lytische Logik ein: Sie kartiert Anwendungsfälle von generativer KI entlang der hier erst-
mals angewandten KIWI-Matrix (KI in der Wissenschaftskommunikation), ein Messinstru-
ment, dass die Anwendungen entlang der Phasen der Kommunikationsplanung ausrich-
tet. Mit diesem Ansatz lassen sich Fragen präziser beantworten: Welche Planungsphasen 
sind bereits KI-gestützt? Wo entstehen durch KI neue Möglichkeiten? Und wo würde KI-
Einsatz die Kommunikationsqualität eher gefährden als verbessern? 

Diese Reorientierung ist nicht bloß akademisch. Sie ermöglicht es Hochschulen, ihre KI-
Strategien weniger aus allgemeinen Erwartungen („KI ist die Zukunft, wir müssen es nut-
zen“), sondern aus ihrer eigenen Planungslogik heraus zu entwickeln. Zugleich unter-
scheidet der Phasen-Ansatz zwischen zwei verschiedenen Formen von KI-Nutzen: Effizi-
enzgewinne bei bekannten, standardisierten Aufgaben einerseits (etwa Übersetzungen 
oder Sprachkorrekturen), und strategische Innovationen in Kommunikationsstrategie 
und -design andererseits (etwa datengestützte Zielgruppenanalyse oder personalisierte 
Zielgruppenansprache). Darüber hinaus interessiert die Studie, auf welcher institutionel-
len Ebene KI integriert wird – ob ad-hoc von Einzelnen genutzt, systematisch in der Abtei-
lung praktiziert, oder hochschulweit in Richtlinien, Chatbots und strategischen Zielen 
verankert. 

Vor diesem Hintergrund verfolgt die dritte Befragung, die im Jahr 2025 durchgeführt wur-
de, folgende Forschungsziele: 

• Phasenspezifische Anwendungsfälle: Welche Phasen der Hochschulkommunikati-
onsplanung sind bereits KI-gestützt, und wo entstehen neue Potenziale? Wo wird KI 
bereits systematisch genutzt, wo nur experimentell, und wo überhaupt nicht? 

• Effizienz versus strategischer Impact: Unterscheiden sich Hochschulen danach, ob 
sie KI primär zur Arbeitserleichterung oder zur Professionalisierung, Diversifizierung 
und strategischen Ausrichtung ihrer Kommunikation einsetzen? Welche Hochschulen 
haben eine explizite KI-Strategie entwickelt, welche nutzen KI eher zufällig? 

• Phasenspezifische Chancen und Risiken: Wie schätzen Kommunikator.innen den 
Mehrwert und die Gefahren von KI-Einsatz in verschiedenen Planungsphasen ein? Wo 
empfinden sie KI als hilfreich, wo als problematisch oder unangemessen – und unter-
scheiden sich diese Einschätzungen zwischen Phasen? 

• Strategische und organisatorische Integration: Welche strukturellen, personellen und 
qualifikativen Voraussetzungen ermöglichen den Übergang von Ad-hoc-Nutzung zu 
einer systematischen, phasengerechten KI-Integration? Welche Rolle spielen dabei 
Richtlinien, Schulungen, Arbeitsgruppen und Chatbots? 
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Die Methodik der Befragung folgt den bewährten Ansätzen der vorherigen Wellen: Es wur-
de erneut eine teilstandardisierte Online-Umfrage unter den Kommunikationsabteilun-
gen deutscher Hochschulen durchgeführt. Im weiteren Verlauf dieser Arbeit werden wir 
die KIWI-Matrix als analytischen Rahmen näher erläutern. Anschließend präsentieren wir 
die Ergebnisse der Befragung 2025, organisiert nach Planungsphasen und Anwendungs-
fällen. Dabei werden wir aufzeigen, wo KI bereits etabliert ist, welche neuen Potenziale 
sich abzeichnen, und wo Hochschulen noch am Aufbau von Kompetenz und Vertrauen 
arbeiten. Abschließend diskutieren wir die Implikationen dieser Befunde für Hochschu-
len, die ihre KI-Strategien künftig weniger technologie- und mehr aufgabenorientiert ge-
stalten wollen und die damit auch authentischer über KI kommunizieren können. 

1.2. Forschungsstand zu Künstlicher Intelligenz in der 
Wissenschaftskommunikation 

In den letzten Jahren hat sich die Forschung zu Künstlicher Intelligenz und Wissen-
schaftskommunikation deutlich intensiviert. Dabei rücken zunehmend die spezifischen 
Eigenheiten der Hochschulkommunikation in den Blick, die als besondere Ausprägung 
der Wissenschaftskommunikation mit eigenen Merkmalen und spezifischen Herausfor-
derungen verbunden ist. Während allgemeine Wissenschaftskommunikation primär da-
rauf abzielt, wissenschaftliche Erkenntnisse einer breiten Öffentlichkeit zugänglich zu 
machen, richtet sich Hochschulkommunikation zugleich an die akademische Communi-
ty – darunter Studierende, Lehrende und Forschende – sowie an externe Anspruchsgrup-
pen aus Politik, Wirtschaft und Gesellschaft (Elken et al. 2018; Fürst et al. 2022; Peters 
2022). Fähnrich et al. (2019) definieren Hochschulkommunikation als „alle Formen der 
Kommunikation in, von und über Hochschulen, einschließlich ihrer Produktion, Inhalte, 
Nutzung und Wirkung, die von Akteuren innerhalb und außerhalb der Hochschulorgani-
sation betrieben werden“ (ebd.: 8). Vor diesem Hintergrund fokussiert sich die vorliegen-
de Studie auf die praktische Arbeit zentraler und dezentraler Kommunikationseinheiten 
an Hochschulen. Diese übernehmen vier übergeordnete Kommunikationsfunktionen – 
Öffentlichkeitsarbeit, Marketing, Public Affairs und Wissenschaftskommunikation –, die 
ein breites Spektrum spezifischer Kommunikationsaktivitäten umfassen (Entradas et al. 
2024). 

In Bezug auf generative KI im Kontext der Wissenschaftskommunikation bietet ein aktu-
eller Literaturüberblick von Kessler, Mahl, Schäfer und Volk (2025) einen umfassenden 
Einblick über die quantitative und inhaltliche Entwicklung des Forschungsfeldes. Der Ar-
tikel baut dabei auf einer ähnlichen früheren Arbeit von Schäfer (2023) auf. Beide betonen 
die Bedeutung generativer KI und ihre potenziellen Auswirkungen auf die Wissenschafts-
kommunikation. Kessler et al. (2025) zeigen mittels ihrer bibliometrischen Analysen von 
35 Artikeln – analysiert wurden die drei führenden Journals aus dem Bereich der Wissen-
schaftskommunikation (Science Communication, Journal of Science Communication 
und Public Understanding of Science) – dass die Forschung zu KI in der Wissenschafts-
kommunikation zwar noch in den Kinderschuhen steckt, jedoch stark wächst. Kam Schä-
fer (2023) in seiner Literaturanalyse noch zu der Einschätzung, dass das Thema KI in der 
Literatur zur Wissenschaftskommunikation trotz hoher Dynamik nahezu nicht existiert, 
verdeutlicht die Arbeit von Kessler et al. (2025) den rapiden Anstieg des Forschungsinte-
resses. Geografisch konzentrieren sich die Artikel vorwiegend auf westliche Kontexte, 
methodisch auf quantitative Ansätze. Inhaltlich dominieren Arbeiten zur Kommunikation 
über KI und über die öffentliche Wahrnehmung von KI, während die tatsächliche Ausei-
nandersetzung mit generativer KI sowie deren systemische Auswirkungen auf das Wis-
senschaftskommunikationsökosystem bislang weniger thematisiert werden.  

Darüber hinaus betonen die Forscher.innen, dass generative KI im Unterschied zu frühe-
ren Technologien, die in erster Linie als „Kanäle“ für die Kommunikation verstanden wur-
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den, zunehmend als aktives „kommunikatives Subjekt” und „lebensähnlicher Kommuni-
kationspartner” konzipiert werden (Kessler et al. 2025; Guzman/Lewis 2020). Kessler et 
al. konstatieren zusammenfassend, dass sich der Großteil der Forschung weiterhin auf 
die öffentliche Darstellung von KI und deren Nutzung bezieht, während die Produktion 
und Regulierung von KI-generierter Kommunikation weniger Beachtung finden. Ebenso 
betonen viele Studien die Dimension des Vertrauens, während Aspekte wie KI-Kompe-
tenz, Wissen und Fähigkeiten zukünftig stärker in den Blick genommen werden sollten. 
Um bestehende Forschungslücken zu schließen, schlagen Kessler et al. folgende vier 
Forschungsschwerpunkte vor: (1) Kommunikation über KI, (2) Kommunikation mit KI, (3) 
Auswirkungen von KI auf Wissenschaftskommunikations-Ökosysteme und (4) Einfluss 
von KI auf Wissenschaft, theoretische und methodologische Ansätze. Im Kontext dieser 
Studie steht die Kommunikation mit KI im Fokus.  

Hendriks et al. (2025) erarbeiten ein praxisorientiertes Rahmenkonzept für einen effekti-
ven und verantwortungsvollen Einsatz generativer KI in der Wissenschaftskommunika-
tion für Wissenschaftler.innen. Diese greifen aufgrund von begrenzten Ressourcen zu-
nehmend auf generative KI als Schreibassistenz, Ideengenerator oder Kollaborationstool 
zurück. Die von den Autor.innen entwickelten „Good Working Habits“ gliedern sich dabei 
in zwei Dimensionen: „Ways of Thinking“ (Reflexion) umfassen das Bewusstsein für Un-
genauigkeiten (stochastische Funktionsweise, KI-Halluzinationen) sowie Bias und Stereo-
typen. „Ways of Doing“ (praktische Fähigkeiten) beinhalten Überlegungen zu generativer 
KI als Werkzeuge, die Forschende als Assistent.in, Facilitator, Co-Autor.in und reflektie-
render Partner.in unterstützen können. Die Forscher.innen plädieren für systematische 
Trainings, um Wissenschaftler.innen im reflektierten und effizienten Umgang mit KI zu 
schulen.  

In einem ähnlichen Ansatz konzipieren Silva Luna et al. (2025) auf der Basis eines narra-
tiven Literaturreviews einen Rahmen für die Verwendung kommunikativer KI (ComAI) in 
der Wissenschaftskommunikation. Ihr Konzept richtet sich dabei an ein breites Spektrum 
von Stakeholdern – von Wissenschaftskommunikator.innen, über KI-Entwickler.innen bis 
hin zu Policymaker.innen – und schlägt fünf Qualitätsprinzipien vor: (1) Wissenschaftli-
che Integrität (mit den Schlüsselaspekten Genauigkeit, Zuverlässigkeit, Vollständigkeit, 
Objektivität, Überprüfbarkeit), (2) Menschzentrierung (menschliche Handlungsfähigkeit, 
Relevanz, Resonanz, Respekt), (3) Ethische Responsivität (Datenschutz, Gemeinwohlo-
rientierung, Schadensvermeidung, Gerechtigkeit, Autonomie), (4) Inklusive Wirkung (Re-
präsentation, Empowerment, Zugänglichkeit, Nachhaltigkeit) und (5) Governance (Trans-
parenz, Monitoring, Rechenschaftspflicht, Kollaboration, adaptives Lernen). Während 
Hendriks et al. (2025) individuelle Kompetenzen für Wissenschaftler.innen fokussieren, 
formuliert das Framework von Silva Luna et al. (2025) systematische Qualitätsprinzipien 
für das gesamte Feld der Wissenschaftskommunikation mit KI. 

Wie in der Literaturanalyse von Kessler et al. (2025) bereits erwähnt, beschäftigen sich 
aktuelle Studien überwiegend mit der Nutzung bzw. Aneignung, Wahrnehmung und Wir-
kung von generativer KI und damit mit der Seite der Rezipierenden. Greussing et al. (2025) 
untersuchten in einer internationalen Online-Befragung in sieben Ländern (N=4.320, Er-
hebung von Juli bis August 2023) die Wahrnehmung und Nutzung von ChatGPT für die 
wissenschaftsbezogene Informationssuche. Etwa neun Prozent der Gesamtstichprobe 
nutzten zu diesem frühen Zeitpunkt bereits ChatGPT aktiv für wissenschaftliche Informa-
tionen. Zu beachten sind hier allerdings die erheblichen Unterschiede zwischen den Län-
dern: Unter den regelmäßigen Nutzer.innen von ChatGPT (n=555; 13 % der Gesamtstich-
probe) setzen in Taiwan 84 Prozent der regelmäßigen Nutzer.innen ChatGPT für wissen-
schaftliche Recherchen ein, während es in Deutschland lediglich 54 Prozent der regel-
mäßigen ChatGPT-Nutzer.innen waren. Im Weiteren zeigten die Befragten im Vergleich 
zu einer Google-Suche eine ähnliche Zufriedenheit mit den bereitgestellten Informatio-
nen, wiesen jedoch ein geringeres Vertrauen in die Fähigkeit von ChatGPT auf, Informati-
onen zu finden. Nutzer.innen für wissenschaftsbezogene Suchen wiesen ein signifikant 
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höheres KI-Wissen und Vertrauen auf als Nichtnutzer.innen. In Bezug auf die allgemei-
ne, nicht nur wissenschaftsbezogene Informationssuche zeigten Simon et al. (2025) 
in einer repräsentativen Sechs-Länder-Studie (Argentinien, Dänemark, Frankreich, 
Japan, UK, USA; N ≈ 2.000 je Land; Erhebung von Juni bis Juli 2025), dass die Informa-
tionssuche – noch vor der Erstellung von Medien – bereits die am weitesten verbrei-
tete Nutzungsart generativer KI darstellt. 

Weitere aktuelle experimentelle Studien beziehen sich auf die Wahrnehmung und Wir-
kung spezifischer Formen generativer KI, wie etwa auf künstliche Avatare oder auf KI-ge-
nerierte Podcasts (Baake et al. 2025; Yan/Alterovitz 2024; Desmedt et al. 2025) oder prü-
fen, wie verschiedene Eigenschaften von generativer KI die Wahrnehmung wissenschaft-
licher Kommunikation beeinflussen (Lamm et al. 2025; Jonas/Taddicken 2025). Baake et 
al. (2025) gingen etwa in einem Experiment der Frage nach, wie der Realismus und das 
Geschlecht von KI-Avataren die wahrgenommene Vertrauenswürdigkeit – differenziert in 
Expertise, Integrität, Benevolenz – beeinflussen. Entgegen dem Uncanny-Valley-Effekt, 
der das Phänomen beschreibt, dass menschenähnliche, aber nicht gänzlich realistische 
Avatare oder Roboter Unbehagen auslösen (Mori 2012; Waddell 2018), konnten sie zei-
gen, dass ein höherer Realismus die Vertrauenswürdigkeit steigert. Männlichen Avataren 
wurde zudem eine höhere Expertise zugesprochen.  

Desmedt et al. (2025) evaluierten zehn KI-generierte Podcasts, die mit NotebookLM auf 
der Grundlage von wissenschaftlichen Fachartikeln erstellt wurden. Die Studienteilneh-
mer.innen wurden vorher nicht darüber informiert, dass es sich um synthetische Pod-
casts handelte. Lediglich die Hälfte der Teilnehmer.innen erkannte dies im Versuch. In 
Interviews empfahlen die Personen später eine Offenlegung des KI-Einsatzes und einen 
Verweis auf den Originalartikel und die Autor.innen. Positiv bewerteten sie die verständ-
liche Zusammenfassung der Fachartikel, gaben jedoch an, dass der „amerikanische Stil“ 
des Podcast die Glaubwürdigkeit beeinträchtigte. Ungenauigkeiten, die falsche Verwen-
dung medizinischer Begriffe und eine z.T. falsche Aussprache beeinträchtigten zudem die 
Vertrauenswürdigkeit. 

Wie Personen die Transparenz und Glaubwürdigkeit einer Botschaft wahrnehmen, wenn 
diese von generativer KI statt von einer Wissenschaftler.in verfasst wurde, untersuchten 
Lamm et al. (2025) in einer US-amerikanischen Studie (N=1.011). Studienteilnehmer.in-
nen erhielten in einem Online-Experiment zufällig einen von vier Social-Media-Beiträgen 
zu einem harmlosen oder kontroversen Thema, die entweder von generativer KI oder ei-
ner Wissenschaftler.in verfasst worden waren. Die Befragten bewerteten die wahrge-
nommene Transparenz der Botschaften vor und nach der Offenlegung der Quelle. Die Er-
gebnisse zeigten, dass die wahrgenommene Transparenz deutlich abnahm, wenn der 
Beitrag KI-generiert war und zunahm, wenn er von einer Wissenschaftler.in verfasst wor-
den war. Die Kontroversität des Themas hatte keinen signifikanten Einfluss.  

Jonas und Taddicken (2025) ermittelten in einer Mixed-Methods-Studie, wie vertrauens-
würdig eine stimmbasierte kommunikative KI bewertet wird, die wissenschaftliche Infor-
mationen mit einfühlsamen und humorvollen Ausdrücken präsentiert. Sowohl in einer 
Labor- als auch in einer Online-Studie (Labor: n=36 + 15 Interviews; Online: n=503) führ-
ten humorvoll vorgetragene Informationen zu einem kurzfristigen Rückgang der Vertrau-
enswürdigkeit. Im Gegensatz dazu wurden einfühlsame Beiträge als vertrauenswürdiger 
bewertet. In einer Clusteranalyse wurden vier unterschiedliche Bewertungsmuster bzw. 
Gruppen identifiziert, von denen zwei weitgehend unbeeinflusst durch affektive Signale 
waren und zwei Humor skeptisch gegenüberstanden. Dies deutet darauf hin, dass es 
wichtig ist, die Gestaltung kommunikativer KI an einzelne Zielgruppen anzupassen, um 
das Vertrauen steigern zu können.  

Die Frage, ob und wie der Einsatz generativer KI transparent gemacht und gekennzeichnet 
werden sollte, ist nach dem Stand der Forschung nicht eindeutig zu beantworten. Es 
zeichnet sich jedoch ab, dass die Offenlegung von KI-Nutzung zu einem Vertrauensver-
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lust führen kann. Verschiedene aktuelle Studien verweisen auf das „Dilemma of AI Dis-
closure“ (Toff/Simon 2025; Schilke/Reimann 2025; Morosoli et al. 2025): Die Offenlegung 
des Einsatzes von generativer KI kann paradoxerweise das Vertrauen in Quellen und Per-
sonen gefährden, das sie eigentlich stärken will. Toff und Simon (2025) kamen in einer 
experimentellen Studie mit KI-generierten journalistischen Inhalten zum zentralen Ergeb-
nis, dass als KI-generiert gekennzeichnete Nachrichtenartikel als weniger vertrauenswür-
dig wahrgenommen werden, auch wenn die Inhalte selbst nicht als weniger genau bewer-
tet wurden. Der Verlust des Vertrauens zeigte sich insbesondere bei Personen mit hohem 
Nachrichtenvertrauen und journalistischem Wissen. Wurden die verwendeten Quellen 
hingegen offengelegt, verschwanden die negativen Effekte weitgehend. Dies lässt sich 
als Hinweis deuten, dass nicht die KI-Nutzung an sich das Vertrauen schmälert, sondern 
vielmehr die fehlende Nachvollziehbarkeit der Informationsgrundlage.  

In einem weiteren Experiment untersuchten Morosoli et al. (2025, N=207), ob die Wirkung 
der Offenlegungen des KI-Einsatzes sich entlang unterschiedlicher Themen verändert. 
Die Kennzeichnung von Nachrichtenartikeln als KI-generiert reduzierte die wahrgenom-
mene Glaubwürdigkeit sowohl bei politischen als auch bei kulturellen Nachrichten glei-
chermaßen. Die Bereitschaft, Artikel in sozialen Netzwerken zu teilen, sank hingegen le-
diglich bei politischen Nachrichten signifikant, wenn diese als KI-generiert gekennzeich-
net waren. In 13 Experimenten demonstrierten Schilke und Reimann (2025) über ver-
schiedene berufliche Kontexte hinweg, dass Personen, die ihre KI-Nutzung offenlegen, 
systematisch als weniger vertrauenswürdig wahrgenommen werden. Den Vertrauensver-
lust erklärten sich die Autor.innen durch eine reduzierte Legitimitätswahrnehmung: Die 
KI-Offenlegung signalisiert im Kontext professioneller Arbeit eine Abweichung von etab-
lierten, menschenzentrierten Normen. Selbst ein minimaler KI-Einsatz führte zu reduzier-
tem Vertrauen. Der Effekt wurde durch positive Einstellungen gegenüber neuen Techno-
logien zwar abgemildert, aber nicht aufgehoben.  

Das Phänomen der nicht-offengelegten Nutzung generativer KI wird in der aktuellen Fach-
diskussion in der Wissenschaftskommunikation unter dem Stichwort „Schatten-KI“ dis-
kutiert (Henschel/Wingens 2025; Taskforce „KI in der Wissenschaftskommunikation“ der 
#FactoryWisskomm 2025; Wissenschaft im Dialog 2025). Allgemein bezeichnet der Be-
griff „Schatten-KI“ im Organisationskontext die nicht genehmigte und verdeckte Nutzung 
von KI-Anwendungen durch Mitarbeitende außerhalb von Governance-Strukturen (Silic et 
al. 2025). Durch ihren intransparenten Charakter führt Schatten-KI zu neuartigen Risiken, 
wie etwa Datenschutzverletzungen, KI-Halluzinationen und Verantwortungslücken. For-
schungsarbeiten für die Wissenschaftskommunikation existieren zum Aspekt der ver-
deckten KI-Nutzung noch nicht. Auch in benachbarten Disziplinen, wie der Journalismus-
forschung, wird das Thema bislang kaum und allenfalls beiläufig behandelt (Cools/Dia-
kopoulos 2024; Wu 2024).  

Quantitative Einschätzungen zur Verbreitung in andersartigen Arbeitskontexten liefern 
zurzeit allenfalls Branchenverbände und Unternehmensumfragen (Bitkom 2025; IBM 
2025; Salesforce 2023). So gehen laut einer repräsentativen Bitkom-Umfrage 42 Prozent 
der befragten Unternehmen in Deutschland davon aus, dass ihre Beschäftigten auf pri-
vate KI-Lösungen zurückgreifen (N=604 Unternehmen ab 20 Beschäftigten, Erhebung Juni 
bis August 2025). Auffällig ist dabei die hohe Unsicherheit in den Antworten der Unter-
nehmen, die durch den Charakter des per Definition verdeckten KI-Einsatzes entsteht. 17 
Prozent der Unternehmen geben an, von der privaten Nutzung auszugehen, obwohl sie 
es nicht sicher wissen. Ein weiteres Viertel gibt an, ebenfalls nicht sicher zu sein, aber 
davon auszugehen, dass keine privaten Zugänge verwendet werden (Bitkom 2025).  

Die bislang fehlenden systematischen Untersuchungen zur Verbreitung, zu Risiken und 
zu organisationalen Herausforderungen der Schatten-KI speziell in Kommunikations- 
und Wissenschaftskommunikationskontexten unterstreichen den dringenden For-
schungsbedarf. Während in vielen Beiträgen mit Blick auf die Rezipierenden häufig auf 
notwendige Transparenz beim KI-Einsatz nach außen hingewiesen wird, ist verwunder-
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lich, dass die verdeckte KI-Nutzung innerhalb von Kommunikationseinheiten bislang ein 
blinder Fleck zu sein scheint. 

Auch im Kontext der Forschung zu Mis- und Desinformation rückt die Rolle generativer KI 
verstärkt in den Fokus. Die Forschung ist dabei indirekt verknüpft mit der Nutzung von KI 
als wissenschaftlicher Informationsquelle. Farooq und de Vreese (2025) betonen, dass 
generative KI für die Entwicklung des Informationsökosystems von entscheidender Be-
deutung ist: Large Language und Image Models ermöglichen auf einfache Art und Weise 
die Generierung (hyper)realistischer synthetischer Inhalte, die einerseits den öffentli-
chen Diskurs und das Vertrauen in demokratische Institutionen untergraben, anderer-
seits aber auch Werkzeuge für die Detektion von Desinformation und zum Resilienzauf-
bau sein können. KI-generierte Fehlinformationen wurden in den letzten zwei Jahren vom 
Weltwirtschaftsforum als größte kurzfristige gesellschaftliche Risiken eingestuft (World 
Economic Forum 2024; 2025).  

Grub und Humprecht (2025) prüften in einem systematischen Review (N=123) die Rolle 
von KI bei der Generierung, Verbreitung, Detektion und Korrektur von Desinformation in 
politischen Kontexten. Generative KI trägt dabei sowohl zur Entstehung des Problems bei 
(Deepfakes, Social Bots) als auch zu potenziellen Lösungsansätzen (Detektion, Fact-
Checking). Die Autor.innen identifizierten in ihrem Review signifikante Forschungslü-
cken, etwa hinsichtlich der Effektivität von Detektionsansätzen in realen Kontexten. Zu-
dem fehle es an der Integration theoretischer Ansätze aus Kommunikations- und Com-
puterwissenschaft, weshalb interdisziplinäre Ansätze dringend erforderlich seien.  

Neben Forschungsartikeln sind in jüngerer Vergangenheit auch praxisbezogene Hand-
lungsempfehlungen und -perspektiven erschienen, die sich an Kommunikator.innen 
richten (Taskforce „KI in der Wissenschaftskommunikation“ der #FactoryWisskomm 
2025; Fecher et al. 2025). Die Taskforce „KI in der Wissenschaftskommunikation“ der 
#FactoryWisskomm-Initiative des BMFTR entwickelte fünf übergreifende Handlungs-
empfehlungen und schlug darin vor (1) Potenziale von KI stärker nutzen, (2) Qualitätssi-
cherung durch menschliche Kontrolle zu etablieren, (3) Verantwortlichkeit durch Trans-
parenz zu gewährleisten, (4) ethische Standards sicherzustellen und (5) institutionelle 
Rahmenbedingungen zu schaffen. Die Taskforce betont, dass KI menschliche Expertise 
unterstützen, aber nicht ersetzen soll. Wissenschaft im Dialog (2025) veröffentlichte auf 
Basis des Wissenschaftsbarometers 2023 und eines Multistakeholder-Dialogs Hand-
lungsperspektiven zu generativer KI in der Wissenschaftskommunikation. In diesen kom-
men die Autor.innen zum Schluss, dass generative KI weitreichende Möglichkeiten (etwa 
für den Wissenszugang und die Personalisierung) bietet, jedoch einen verantwortungs-
vollen Einsatz erfordert. Als zentrale Risiken werden Verzerrungen, Halluzinationen sowie 
Fragen zu Transparenz und Vertrauen identifiziert. 
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2. Vorgehen 

2.1. Relevante Konzepte und theoretischer Rahmen 

Generative KI-Systeme wie ChatGPT, Canva AI oder andere text- und medienbasierte 
Tools gewinnen in Hochschulen zunehmend an Bedeutung, nicht nur für Lehr- und Lern-
prozesse, sondern auch für administrative Workflows und Hochschulkommunikation. 
Ihre Einführung verändert bestehende Routinen, da Aufgaben wie Textproduktion, Medi-
enaufbereitung oder Recherche nun teilweise automatisiert oder unterstützt durch KI er-
folgen. Gleichzeitig entstehen neue Formen der Zusammenarbeit und der Wissensorga-
nisation, die traditionelle Kommunikationsstrategien und Abläufe ergänzen oder modifi-
zieren. Diese Veränderungen machen eine fundierte theoretische Analyse erforderlich, 
um die Faktoren zu verstehen, die die Akzeptanz, das Vertrauen und die tatsächliche Nut-
zung generativer KI in Hochschulsettings beeinflussen.  
Traditionelle Modelle der Technologieakzeptanz, wie das Technology Acceptance Model 
(TAM), liefern dafür eine solide Grundlage (Davis 1986; 1989). TAM erklärt die Nutzung von 
Technologien über die wahrgenommene Nützlichkeit („usefulness“) und Benutzer-
freundlichkeit („ease of use“), wobei diese Faktoren auch bei generativer KI nach wie vor 
entscheidend sind. Neuere Studien weisen jedoch darauf hin, dass KI-spezifische As-
pekte wie Vertrauen, wahrgenommenes Risiko oder allgemeine Einstellungen gegenüber 
Künstlicher Intelligenz („AI attitudes“) die erklärende Kraft der klassischen Modelle er-
weitern und für Hochschulkontexte besonders relevant sind (Yakubu et al. 2025; Wolfe et 
al. 2025). Die Unified Theory of Acceptance and Use of Technology (UTAUT/UTAUT2) er-
gänzt diesen Ansatz, indem sie Faktoren wie Leistungserwartung, Aufwandserwartung, 
sozialen Einfluss, unterstützende Bedingungen und Gewohnheiten einbezieht, die empi-
risch sowohl für Studierende als auch für Hochschulpersonal relevant sind (Venkatesh 
et al. 2003; 2012). So zeigen Møgelvang et al. (2025), dass Trainingsprogramme die Ak-
zeptanz von KI-Tools signifikant steigern, während Yakubu et al. (2025) Leistungserwar-
tung („performance expectancy“), Aufwandserwartung („effort expectancy“) und sozia-
ler Einfluss („social influence“) als zentrale Determinanten der Nutzungsintention identi-
fizieren. Gleichzeitig weisen Wolfe et al. (2025)) darauf hin, dass demografische und or-
ganisatorische Faktoren, wie Position oder Erfahrung, subtile Unterschiede in der Wahr-
nehmung und Nutzung von KI bewirken können.  

Vertrauen und Risiko stellen dabei eine wichtige moderierende Dimension dar. Die kog-
nitive und emotionale Vertrauensbildung hängt stark von Transparenz, Zuverlässigkeit 
und in Teilen auch von Anthropomorphismus ab, während die Wahrnehmung von Bias, 
Fehleranfälligkeit oder ethischen Risiken die Bereitschaft zur Nutzung beeinflusst (Glikson/ 
Woolley 2020; Ruiz-Rojas et al. 2024). Damit werden nicht nur individuelle Akzeptanzent-
scheidungen, sondern auch die Integration in organisatorische Abläufe und Workflows 
beeinflusst. 

Mit der Perspektive sozio-technischer Systeme (STS) lassen sich Technologien als einge-
bettet in soziale, organisatorische und kulturelle Kontexte verstehen, wobei ihre Nutzung 
eng mit bestehenden Rollen, Routinen und institutionellen Strukturen verknüpft ist (Bijker 
et al. 1987; Orlikowski 1992). Generative KI interagiert somit nicht nur mit individuellen 
Akzeptanzfaktoren, sondern verändert auch die organisatorischen und kollaborativen 
Praktiken innerhalb von Hochschulen (Leonardi 2011). Die klassischen Mechanismen 
der STS – sozialkonstruktivistischer Ansatz, interpretative Flexibilität und Schließungs-
prozesse – ermöglichen es, die unterschiedlichen Bedeutungen und Nutzungsweisen 
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technologischer Artefakte in heterogenen sozialen Umgebungen nachzuvollziehen 
(Pinch/Bijker 1984; Leonardi/Barley 2008). 

Aktuelle empirische Studien zeigen, dass die konkrete Einbindung generativer KI in aka-
demische Workflows, wie Textproduktion, visuelle Medienaufbereitung, Recherche oder 
kollaborative Projekte, entscheidend für die tatsächliche Nutzung ist (Ruiz-Rojas et al. 
2024; Møgelvang et al. 2025; Kim et al. 2025). Hier bietet der Ansatz des Task-Technology-
Fit eine hilfreiche Linse, da er die Passung zwischen technologischen Funktionen und 
spezifischen Aufgaben betont. Eine hohe Passung korreliert empirisch stark mit regelmä-
ßiger Nutzung und Effizienzgewinnen, während eine geringe Passung das Nutzungspo-
tenzial begrenzt. Mit der Kombination der klassischen STS-Mechanismen und aktuellen 
Workflow- und Use-Case-Befunden lässt sich zeigen, dass generative KI nicht isoliert be-
trachtet werden kann: Sowohl die sozialen und organisatorischen Bedingungen als auch 
die konkrete Einbettung in Arbeitsprozesse entscheiden darüber, wie diese Technologien 
akzeptiert, genutzt und in die Hochschulkommunikation integriert werden. 

Übersicht 1: Kopplungen von Workflow und Use Cases mit theoretischen Konzepten 

 

Die Kombination aus TAM/UTAUT, Vertrauen/Risiko, STS und workflow-orientierten An-
sätzen ermöglicht somit eine umfassende Analyse der Nutzung generativer KI in Hoch-
schulen. Sie erlaubt nicht nur, individuelle Akzeptanzentscheidungen zu erklären, son-
dern auch, die organisatorischen Rahmenbedingungen, die Einbettung in Workflows und 
die praktischen Implikationen für Kommunikation, Lehre und Verwaltung zu berücksich-
tigen. Damit liefert dieser theoretische Rahmen die Grundlage für die Operationalisierung 
der Survey-Variablen, die sowohl Nutzungsintention, tatsächliche Nutzung als auch 
Workflows und Prozessintegration erfassen. 

2.2. KIWI – ein Analyse- und Messinstrument für KI in der 
Wissenschaftskommunikation 

Wie eingangs erwähnt, konzentrierten sich die beiden ersten Erhebungen zum KI-Einsatz 
in der Hochschulkommunikation (Henke 2023; 2024) auf die Fragen, welche Tools ge-
nutzt werden und welche Herausforderungen durch den Einsatz entstehen. Da sich der 
Einsatz generativer KI mittlerweile in den Kommunikationsabteilungen etabliert hat (Hen-
ke 2025), soll dieser in der aktuellen Studie entlang verschiedener Phasen der Kommuni-
kationsplanung untersucht werden. Mit der hier neu eingeführten Analyselogik, die die 
Planung und die Prozesse der Kommunikationsarbeit – anstatt der einzelnen KI-Tools – 
zum Ausganspunkt macht, kann ermittelt werden, an welchen Stellen generative KI ziel-
gerichtet und strategisch, zunächst nur experimentell oder bislang nicht angewendet 
wird. Des Weiteren lassen sich Anwendungsfälle sowie spezifisch für die Wissenschafts-
kommunikation geltende Chancen und Risiken differenziert abbilden. 

Zur systematisierten Erhebung des KI-Einsatzes schlagen wir die KIWI-Matrix („KI in der 
Wissenschaftskommunikation“) vor. Die Systematik orientiert sich an den Dimensionen 
bzw. den Phasen des NaWik-Pfeils zur Formatplanung (Brandt-Bohne 2021; Lugger 

TAM:
Perceived Usefulness and

Ease of Use

UTAUT/UTAUT2: Performance
Expectancy, Effort Expectancy,

Social Influence, Faciliating
Conditions

Workflows and Use Cases:
Textproduktion, Medien,
Recherce, Kollaboration,

Task-Technology-Fit

Vertrauen & Risiko:
Cognitive and Emotional Trust,

Perceived Risk

STS:
Organisational and

Social Context, Roles,
Routines
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2020). Der Pfeil definiert fünf miteinander untrennbar verbundene Dimensionen: Thema, 
Zielgruppe, Kommunikationsziel, Medium/Format, Stil. Für unser Analyseinstrument 
KIWI erweitern wir die Dimensionen um den Aspekt der Wirkung, die mittels geeigneter 
Evaluationsmaßnahmen überprüft werden kann.  

Der NaWik-Pfeil wurde – als geschützte Wort- und Bildmarke – am Nationalen Institut für 
Wissenschaftskommunikation entwickelt.1 Er basiert als Systematik auf einer Weiterent-
wicklung der Überlegungen von Könneker (2012), für den der Pfeil als „Bewusstseins-
schärfung eines Akteurs vor Eintritt in eine konkrete kommunikative Situation“ dienen 
sollte (Könneker 2017). In seiner ursprünglichen Bestimmung bzw. seinem Zweck ist der 
Pfeil als Hilfestellung für Kommunizierende gedacht. Er stützt sich dabei vor allem auf 
praktisches Erfahrungswissen, weniger auf theoretisch wissenschaftliche Erkenntnisse.  

Der Einsatz der KIWI-Matrix als Analyseinstrument bietet sich insbesondere durch die 
Nähe zur Kommunikationspraxis an. Entlang der Phasen der Kommunikationsplanung 
kann der Einsatz generativer KI differenziert erfasst und betrachtet werden. Im Folgenden 
skizzieren wir potenzielle Anwendungsfälle, den Nutzen des Einsatzes sowie mögliche 
Risiken (siehe auch Übersicht 2). Der Nutzen zeigt sich dabei in Form (1) von Effizienzge-
winnen bei repetitiven Aufgaben (etwa bei der Zeitersparnis durch die KI-gestützte Trans-
formation von Texten) oder (2) eines strategischen, neuartigen Mehrwerts, der ohne den 
Einsatz generativer KI nicht oder nur kaum möglich wäre (etwa datengestützte Zielgrup-
penanalyse oder personalisierte Zielgruppenansprache).  

Neben den fünf im NaWiK-Pfeil definierten Phasen der Kommunikationsplanung, erwei-
tern wir die hier vorgestellte KIWI-Matrix um die Wirkung. Diese Ergänzung trägt einerseits 
den jüngerem Trend Rechnung, verstärkt Wirkungsmonitoring zum Kernelement wissen-
schaftskommunikativer Praxis zu machen (Ziegler et al. 2021; Volk 2024; Banse et al. 
2024), zum anderen ergeben sich durch Nutzung generativer KI deutlich erweiterte Mög-
lichkeiten, bislang schwer messbare Wirkungsaspekte nun empirisch zugänglich zu ma-
chen. Zu den sechs Dimensionen der KIWI-Matrix im Einzelnen: 

• Thema: KI kann die Relevanz von Forschungsthemen für aktuelle Debatten einschät-
zen, bei der Auswahl von Inhalten und dem Zuschnitt auf die jeweiligen Interessen der 
Zielgruppen unterstützen sowie die Übereinstimmung mit den Zielen der Organisation 
sicherstellen. Textbasierte Chatbots ermöglichen schnelle Themenzusammenfas-
sungen und eine vereinfachte Aufbereitung komplexer Inhalte und die Überführung in 
prägnante Kernbotschaften. Eine Gefahr liegt in einer möglichen zu starken Vereinfa-
chung, die wissenschaftliche Nuancen oder Unsicherheiten unterschlägt. 

• Zielgruppe: Eine präzise Definition der Zielgruppe berücksichtigt unter anderem deren 
Vorwissen, Interessen sowie bestehende Erwartungen. KI kann hier datengestützte 
Zielgruppenanalysen ermöglichen, die dabei helfen, Kommunikationsinhalte zielge-
richteter zuzuschneiden und bisher nicht erreichte Zielgruppen anzusprechen. Zudem 
unterstützt sie eine effiziente Anpassung von Inhalten für verschiedene Zielgruppen. 
Ein mögliches Risiko besteht in verzerrten, stereotypen Zielgruppen, die KI-Systeme 
aufgrund ihrer Trainingsdaten reproduzieren könnten. 

• Kommunikationsziel: Die Formulierung und Operationalisierung spezifischer Ziele 
können durch KI unterstützt und mit messbaren Indikatoren verknüpft werden. Ein Ri-
siko liegt darin, dass KI bevorzugt quantifizierbare Ziele vorschlagen könnte, während 
schwerer messbare Ziele in den Hintergrund treten. 

 

 

1 Der Pfeil ist beim Nationalen Institut für Wissenschaftskommunikation (NaWik) bis heute als ein zent-

rales didaktisches Element handlungsleitend für die dort angebotenen Weiterbildungen und hat sich in 

der Praxis der Wissenschaftskommunikation als Standard etabliert: https://www.nawik.de/know-how-

news/nawik-news/der-wegweiser-in-der-wissenschaftskommunikation-der-nawik-pfeil/ (18.1.2026). 
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Übersicht 2: Die KIWI-Matrix mit Phasen, exemplarischen Anwendungsfällen und Bewertungsaspekten. 

 Thema Zielgruppe 
Kommuni-
kationsziel 

Medium/ 
Format 

Stil Wirkung 

Anwen-
dungs-
fälle 

Kompakte Auf-
bereitung neuer 
Forschungser-

gebnisse zu regi-
onalen Aspek-
ten des Klima-

wandels 

Angepasste Kom-
munikation für kom-

munale Entschei-
dungsträger.innen 

Ableitung 
konkreter 

Hand-
lungsoptio-

nen aus For-
schungser-
gebnissen 

Aufteilung der 
Kommunika-
tion in meh-

rere Formate 

Anpas-
sung des 
Stils, lö-

sungsori-
entiert 

und regi-
onal be-

zogen 

Integrierte 
Messung ver-

schiedener 
Metriken wie 

Social-Media-
Interaktio-

nen, Website-
Aufrufe etc. 

Nutzen 
des KI-
Einsatzes 

Einsatz von 
LLMs zur Vorsor-
tierung und Aus-

wahl von The-
men und einzel-

nen Aspekten 
für die Presse- 
und Öffentlich-

keitsarbeit nach 
vordefinierten 

Merkmalen 

Komplexitätsre-
duktion und Ent-

wurf einzelner 
Meldungen 

Einsatz von LLMs 
um die Zielgruppen-
definition zu schär-
fen und die Recher-
che der Zielgruppen 

zu unterstützen 

Einbezug bisher un-
berücksichtigter 
Zielgruppen z.B. 

durch leichte und 
einfache Sprache, 

Übersetzungen oder 
Bildbeschreibungen 

Effizientere 
Zielerrei-

chung 

Leichtere 
Operationa-
lisierung der 
Zieldimensi-

onen Out-
put, Out-

come und 
Impact 

Analyse von 
Zielerrei-

chungspo-
tenzialen 

Multimediale 
Aufbereitung 
und Format-

vielfalt bei ka-
nalübergrei-

fender konsis-
tenter Dar-

stellung 

Skalierbare 
Content-Pro-

duktion 

Flexible 
Stilan-

passung 
und Ziel-
gruppen-
gerechte 
Anspra-

che 

Konsis-
tente To-

nalität 
über alle 
Kanäle 

Unterstüt-
zung bei der 
Definition, 
Messung, 

Auswertung 
und Doku-
mentation 

von Evaluati-
onskriterien 

Automatisie-
rung von Er-
folgskontrol-

len 

Risiken 
des KI-
Einsatzes 

Bias in der  
Auswahl von 

Themen 

Risiko von Fehl-
informationen 

und Überverein-
fachung kom-

plexer Themen, 
Verlust wissen-

schaftlicher Prä-
zision 

Verstärktes Denken 
in Stereotypen 

Missachtung eines 
Consent bei Ziel-
gruppen-Auswer-
tung, z. B. bei jun-
gen Zielgruppen 
(Datenschutz) 

Schwerer 
kontrollier-
bare Bot-
schaften 

Mangelnde 
Transparenz 
der KI-Pro-

zesse 

Vertrauens-
verlust 

durch zu 
starke Auto-
matisierung 

Standardisie-
rungsrisiken 
durch auto-
matisierte 
Produktion 

Medienrecht-
liche Konflikte 

Verlust 
der „ei-
genen 

Stimme” 
und Au-
thentizi-
tätsver-

lust 

Stilisti-
sche In-
konsis-
tenzen 

Weiterhin 
schwierige 
Attribution 
von Impact 

Unerwartete 
Nebeneffekte 
generativer KI 

 

• Medium oder Format: Die Wahl des Mediums bzw. des Formats orientiert sich an Zie-
len, Zielgruppe und der angestrebten Tiefe der Auseinandersetzung. Der Einsatz gene-
rativer KI kann die Vielfalt und Kohärenz von Inhalten bei gleichzeitiger Zeit- undRes-
sourcenersparnis erhöhen. Sie kann Texte transformieren (z.B. für Webseiten, Pres-
semitteilungen oder Social-Media-Beiträge), Bilder oder Infografiken erstellen. Poten-
zielle negative Auswirkungen könnten durch eine Uniformität der Inhalte sowie in ei-
nem Verlust der Authentizität liegen. 

• Stil: Der Kommunikationsstil umfasst Sprachgebrauch, Bildsprache und die kommu-
nikative Haltung. Er muss passgenbau zu einem Medium/Format entwickelt werden. 
Durch den KI-Einsatz wird eine effiziente Anpassung von Kommunikationsstilen für 
verschiedene Zielgruppen möglich – von sachlichen Texten bis hin zu emotionalem 
Storytelling. Abträglich könnte der Einsatz generativer KI werden, wenn eine zu starke 
Orientierung an KI-Vorschlägen zu einem generischen Stil führt, der die Authentizität 
der kommunizierenden Institution oder Person gefährdet. 

• Wirkung: Bei der Evaluation der Zielerreichung kann generative KI dazu genutzt wer-
den, relevante Kennzahlen vorzuschlagen und die Dokumentation effizient zu unter-
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stützen. So kann der Einsatz zu einer datengestützten Verbesserung der Kommunika-
tionsstrategie beitragen. Risiken können etwa durch fehlendes Kontextwissen und 
eine dadurch erfolgende falsche Bewertung der Kennzahlen oder durch die Vernach-
lässigung unerwarteter Effekte entstehen.   

Die Übersicht der KIWI-Matrix verdeutlicht ihre Struktur und damit ihren Einsatz als Ana-
lysewerkzeug. Die exemplarischen Anwendungsfälle zeigen, wie diese stringent den Pha-
sen des Planungsprozesses zugeordnet werden können. In unserer Studie setzen wir 
KIWI weiter als Erhebungs- und Messinstrument ein, indem wir danach fragen, wie gene-
rative KI entlang der Phasen eingesetzt wird. Für die Operationalisierung haben wir pro 
Phase vier bzw. fünf mögliche Anwendungsfelder aus der gesichteten Literatur abgeleitet 
und um offene Antwortmöglichkeiten ergänzt (siehe Fragebogen im Anhang, Abschnitt 
„KI-Einsatz entlang der Formatplanung (KIWI-Matrix)“). 

2.3. Stichprobe und Erhebungsmethoden 

Untersuchungseinheit dieser Studie sind die Pressestellen von Hochschulen, da sie für 
die Implementierung generativer KI in der Hochschulkommunikation verantwortlich sind. 
Die Daten wurden durch eine Umfrage unter den Kommunikationsleiter.innen deutscher 
Hochschulen erhoben. Die Umfrage wurde im September/Oktober 2025, also etwa drei 
Jahre nach der Einführung der genannten KI-Tools, durchgeführt, wobei die Entwicklun-
gen in diesem Bereich weiterhin äußerst dynamisch sind.  

Die vorliegende Studie wurde als teilweise standardisierte Online-Umfrage unter deut-
schen Universitäten, einschließlich Fachhochschulen/HAW, künstlerischen Hochschu-
len und dualen Hochschulen, durchgeführt. Alle staatlichen oder staatlich anerkannten 
deutschen Hochschulen, einschließlich privater, künstlerischer und theologischer 
Hochschulen, mit mindestens 200 Studierenden wurden in die Stichprobe einbezogen 
(n=332). Die Kontaktdaten (Namen, E-Mail-Adressen) wurden von der Website hoch-
schulkompass.de (Stand August 2025) bezogen, die alle Hochschulen in Deutschland 
mit wesentlichen Merkmalen und Kontaktdaten auflistet. Die Ansprechpartner.innen wa-
ren immer die Leiter.innen der Pressestellen und Kommunikationsabteilungen, da sie am 
besten in der Lage sind, Kommunikationsstrategien und -praktiken zu bewerten. Sie wur-
den als alleinige Antwortperson jeder Universität ausgewählt. 

Generative KI-Anwendungen umfassen verschiedene Formen der Text-, Bild-, Code-, Au-
dio- oder Videoerstellung (Gozalo-Brizuela/Garrido-Merchán 2023). Die Auswahl spezifi-
scher generativer KI-Tools als Beispiele war unkompliziert. Für jede Anwendung, wie Text- 
oder Bildgenerierung, wurden die gängigsten Tools im Sommer 2025 durch eine Google-
Suche ermittelt. Die Beispiele sollten spezifische Tools veranschaulichen, die den Be-
fragten bekannt sein könnten. Übersicht 3 zeigt die Funktionen und Beispiel-Tools. 

Übersicht 3: Anwendungen und Beispiel-KI-Tools in der Umfrage 

Anwendung Beispiel-Tools 

Texte generieren ChatGPT / Gemini / Claude 

Dokumente auswerten ChatPDF / Microsoft Copilot / ChatGPT 

Bilder generieren Midjourney / Dall-E3 / Bing Image Creator  

Audios generieren Narakeet / Audyo / Descript  

Videos generieren Synthesia / Runway / HeyGen  

Automatische Transkription Otter.ai / Fireflies / Audiopen  

Präsentationsfolien oder Designs generieren Slides.ai / Microsoft Designer / Canva AI 

KI-gestützte Übersetzung und Sprachkorrektur DeepL / DeepL Write / Grammarly  
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Der Fragebogen (siehe Anhang) wurde in LimeSurvey als geschlossene Online-Umfrage 
mit einer festen Teilnehmergruppe programmiert. Vor Beginn der Umfrage gaben zwei 
Praktiker.innen aus verschiedenen Hochschulen Feedback zur Verbesserung des Frage-
bogens. Zudem wurden einzelne Items der Erhebung des Vorjahres angepasst bzw. er-
gänzt. Nach Beginn der Umfrage wurden Anpassungen an der Teilnehmergruppe vorge-
nommen, da gelegentlich ungültige E-Mail-Adressen vorlagen oder die jeweilige Person 
nicht mehr an der Universität beschäftigt war. Die Umfrage fragte explizit nach der Nut-
zung, den Erwartungen und Bedürfnissen in Bezug auf generative KI-Tools. Nur die Frage 
zur Nutzung spezifischer KI-Tools war obligatorisch, alle anderen Fragen konnten über-
sprungen werden, und es wurden keine Filter angewendet. Der Fragebogen enthielt meh-
rere zusätzliche Fragen zu Relevanz, Zufriedenheit, Budget, spezifischen Funktionen und 
Herausforderungen KI-gestützter Tools. Er erkundigte sich auch nach der Rolle von Tools 
wie ChatGPT in internen Diskussionen an den Hochschulen und wie die Befragten die zu-
künftige Entwicklung der Hochschulkommunikation durch solche Tools einschätzen.  

Die Umfrage begann am 15. September 2025 und endete am 24. Oktober 2025. Die Hoch-
schulen wurden per E-Mail eingeladen und erhielten während des Befragungszeitraums 
zwei Erinnerungen. Die Datenanalyse wurde mit der Programmiersprache R sowie der 
Software RStudio durchgeführt. 

2.4. Antwortquote und Repräsentativität der erhobenen Daten 

Insgesamt umfasst die Grundgesamtheit dieser Erhebung 332 Hochschulen, von denen 
64 an der Umfrage teilgenommen und verwertbare Antworten geliefert haben. Dies ent-
spricht einer Rücklaufquote von 19 Prozent. Angesichts der generell hohen Zahl an Befra-
gungen im Hochschulbereich ist dieser Wert als solide einzustufen. Der Rücklauf liegt 
niedriger als in den beiden früheren Erhebungen (2024: 25 %, 2023: 32 %), was auf eine 
gewisse Befragungsmüdigkeit schließen lässt. Die erreichte Fallzahl ermöglicht dennoch 
Auswertungen nach zentralen Teilgruppen, etwa nach Hochschultyp. 

Für die Bewertung der Aussagekraft der Ergebnisse stellt sich jedoch die Frage der Reprä-
sentativität des erzielten Samples. Hierzu wird die Grundgesamtheit anhand zentraler 
Strukturmerkmale mit der Stichprobe verglichen: Art der Hochschule, Trägerschaft und 
Größe. Diese Merkmale dienen als grundlegende Klassifikationen innerhalb der Hoch-
schullandschaft, sodass eine hohe Übereinstimmung zwischen beiden Datenquellen als 
Indikator für Repräsentativität gewertet werden kann. Im Folgenden werden die jeweili-
gen Verteilungen dargestellt und diskutiert. 

Hochschultyp 

Zur Überprüfung der Repräsentativität der Erhebung wurde die Verteilung der Hochschul-
typen in der Grundgesamtheit den Anteilen im Survey gegenübergestellt: 

• Universitäten: Universitäten umfassen 8 Prozent aller Hochschulen aus und 31 Pro-
zent der Stichprobe. Sie sind damit leicht überrepräsentiert, die Abweichung bleibt je-
doch moderat. 

• Hochschulen für Angewandte Wissenschaften (HAW): HAW stellen rund 57 Prozent 
der Grundgesamtheit und 55 Prozent der Stichprobe. Die Gruppe ist damit leicht un-
terrepräsentiert, bewegt sich jedoch sehr nah an der tatsächlichen Verteilung. 

• Künstlerische Hochschulen: Ihr Anteil in der Grundgesamtheit beträgt 13 Prozent im 
Survey 14 Prozent Die Abweichung ist minimal, sodass eine gute Übereinstimmung 
vorliegt. 
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• Pädagogische Hochschulen: Sie machen ca. 1,5 Prozent der Grundgesamtheit aus, 
sind jedoch in der Erhebung nicht vertreten. Dies entspricht einer leichten Unterreprä-
sentation dieses Typs. 

Insgesamt zeigt die Erhebung eine hohe Nähe zur Grundgesamtheit. Die Verteilung der 
Hochschultypen im Survey weicht nur geringfügig von den tatsächlichen Anteilen ab; 
deutlicher fallen lediglich die fehlenden Fälle bei pädagogischen und sonstigen Hoch-
schulen ins Gewicht. 

Übersicht 4: Vergleich von Grundgesamtheit und Umfrage nach Hochschulart 

Quelle: Erhebung unter Pressestellen deutscher Hochschulen (Oktober 2025). N(Umfrage)=64, N(Grundgesamtheit)=332 

Trägerschaft der Hochschule 

Bei der Betrachtung der Trägerschaft zeigt sich folgende Verteilung: 

• Staatliche Hochschulen: Sie bilden mit 62 Prozent den größten Anteil der Grundge-
samtheit. Im Survey liegen sie mit 79 Prozent deutlich höher, was eine klare Überre-
präsentation darstellt. 

• Private, staatlich anerkannte Hochschulen: Ihr Anteil in der Grundgesamtheit beträgt 
29 Prozent im Survey jedoch nur 14 Prozent. Damit sind private Hochschulen deutlich 
unterrepräsentiert. 

• Kirchliche, staatlich anerkannte Hochschulen: Diese Gruppe macht 8,8 Prozent der 
Grundgesamtheit und 6,9 Prozent der Stichprobe aus. Die Abweichung ist gering und 
weist auf einen annähernd proportionalen Anteil im Survey hin. 

Übersicht 5: Vergleich von Grundgesamtheit und Umfrage nach Hochschulart 

Quelle: Erhebung unter Pressestellen deutscher Hochschulen (Oktober 2025). N(Umfrage)=64, N(Grundgesamtheit)=332 
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Insgesamt zeigt sich, dass staatliche Hochschulen in der Erhebung deutlich überreprä-
sentiert sind, während private Hochschulen einen deutlich geringeren Anteil einnehmen 
als in der Grundgesamtheit. Die kirchlichen Hochschulen liegen hingegen relativ nah an 
der tatsächlichen Verteilung. Trotz der Verzerrungen insbesondere bei staatlichen und 
privaten Hochschulen bleibt die Struktur der Trägerschaft im Survey grundsätzlich nach-
vollziehbar, jedoch weniger ausgewogen als bei anderen Merkmalen. 

Größe der Hochschule 

Abschließend wird die Repräsentativität anhand der Hochschulgröße betrachtet. Die Zu-
ordnung erfolgt über drei Größenkategorien, die anschließend mit der Grundgesamtheit 
verglichen werden: 

• Kleine Hochschulen (weniger als 5.000 Studierende): Diese Gruppe umfasst 63 Pro-
zent der Grundgesamtheit, im Survey jedoch 55 Prozent. Damit sind kleinere Hoch-
schulen leicht unterrepräsentiert. 

• Mittelgroße Hochschulen (5.000 bis 15.000 Studierende): Ihr Anteil beträgt 23 Prozent 
in der Grundgesamtheit und 29 Prozent im Survey. Diese Kategorie ist somit leicht 
überrepräsentiert. 

• Große Hochschulen (mehr als 15.000 Studierende): Sie machen 14 Prozent der 
Grundgesamtheit aus und sind im Survey mit 16 Prozent vertreten. Die Abweichung ist 
gering und deutet auf eine nahezu proportionale Abbildung hin. 

Insgesamt zeigen die Daten eine weitgehende strukturelle Nähe zwischen Stichprobe 
und Grundgesamtheit, jedoch mit erkennbaren Verschiebungen: Mittelgroße Hochschu-
len sind leicht überrepräsentiert, während kleinere Hochschulen leicht unterrepräsen-
tiert sind. Große Hochschulen weichen nur geringfügig ab. Diese Unterschiede sollten bei 
der Interpretation der Ergebnisse berücksichtigt werden. 

Übersicht 6: Vergleich von Grundgesamtheit und Umfrage nach Hochschulart 

Quelle: Erhebung unter Pressestellen deutscher Hochschulen (Oktober 2025). N(Umfrage)=64, N(Grundgesamtheit)=332 

Insgesamt weist die Stichprobe trotz einzelner Verzerrungen eine solide strukturelle Nä-
he zur Grundgesamtheit auf. Die Verteilungen nach Hochschultyp und Trägerschaft zei-
gen überwiegend moderate Abweichungen, während bei der Größe der Hochschulen vor 
allem eine Überrepräsentation mittelgroßer und eine Unterrepräsentation kleiner Ein-
richtungen auffällt. Diese Unterschiede sind analytisch relevant, schränken die Aussage-
kraft der Daten jedoch nicht grundsätzlich ein. Die Ergebnisse können daher als weitge-
hend repräsentativ für die deutsche Hochschullandschaft interpretiert werden, sofern 
die identifizierten Verzerrungen in der Interpretation berücksichtigt werden. 
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3. Ergebnisse 

3.1. Nutzung generativer KI-Tools  

Zunächst werden die Ergebnisse der Befragung präsentiert, die sich mit der Nutzung ge-
nerativer KI- Tools befassen. Interessiert hat hier vor allem, welche Tools bereits zum Ein-
satz kommen, wofür sie genutzt werden. 

3.1.1. Nutzung von KI-Tools in der Hochschulkommunikation 

Die Erhebungsdaten zeigen eine klare Rangordnung in der Nutzung verschiedener KI-
Werkzeuge in den Kommunikations- und Öffentlichkeitsabteilungen deutscher Hoch-
schulen (Übersicht 7). Von besonderem Interesse ist die regelmäßige Nutzung, die min-
destens tägliche, wöchentliche oder monatliche Verwendung umfasst. 
An erster Stelle stehen Tools zur Textgenerierung, etwa ChatGPT. Mit 84 Prozent regelmä-
ßiger Nutzung bilden sie die wichtigste Kategorie. 36 Prozent der Kommunikationsabtei-
lungen nutzen diese Tools täglich, 42 Prozent wöchentlich. Textgenerierende KI ist im re-
daktionellen Alltag damit inzwischen zu einem etablierten Werkzeug geworden. Knapp 
dahinter folgen Übersetzungs- und Sprachkorrekturtools wie DeepL mit 83 Prozent regel-
mäßiger Nutzung (38 % täglich, 36 % wöchentlich).  

Deutlich seltener kommen spezialisierte Werkzeuge zum Einsatz. Dokumentenauswer-
tungstools wie ChatPDF werden von 42 Prozent regelmäßig genutzt und damit nur von 
etwa der Hälfte der Personen, die textgenerative Tools verwenden. Die Nutzung hängt hier 
stärker von spezifischen Aufgaben ab, etwa der Analyse umfangreicher Berichte oder 
Studien. Bildgenerierungstools werden von 36 Prozent regelmäßig eingesetzt. Ihr mode- 

Übersicht 7: Nutzung generativer KI-Tools (in %) 

 

Quelle: Erhebung unter Pressestellen deutscher Hochschulen (Oktober 2025). N=64. Frage: „Welche dieser KI-gestützten Werkzeuge nutzen 

Sie bzw. Ihre Abteilung für die Kommunikations- und Öffentlichkeitsarbeit Ihrer Hochschule?“ 
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rater Stellenwert deutet darauf hin, dass visuelle KI zwar punktuell als kreative Ressource 
genutzt wird, aber noch nicht als Standardverfahren in der Kommunikationsarbeit veran-
kert ist. Transkriptionstools von Audio-/Videodokumenten erreichen 33 Prozent regelmä-
ßige Nutzung und sind damit relevant, aber deutlich weniger verbreitet als textbezogene 
Dienste. Das Nutzungsmuster legt nahe, dass Transkriptionsbedarf zwar vorhanden ist, 
aber weniger konstant als die alltägliche Erstellung und Bearbeitung von Texten. Noch 
geringer fällt die Verwendung generativer Tools für Audio (8 % regelmäßig) und Video (5 % 
regelmäßig) aus. Diese Anwendungen sind offenbar noch nicht in die routinisierten Ab-
läufe der Hochschulkommunikation integriert. 

Ebenso aufschlussreich ist ein Blick auf die tägliche Nutzung, da sie den Grad der Integra-
tion in die alltäglichen Arbeitsroutinen widerspiegelt. Am häufigsten werden Tools zur 
Textgenerierung und Übersetzungs- und Sprachkorrekturtools genutzt; sie bilden die ein-
zigen KI-Werkzeuge, die im Tagesgeschäft eine zentrale Rolle spielen. Alle anderen abge-
fragten Tools liegen deutlich darunter: Dokumentenauswertung (9 % täglich), Bildgene-
rierung (2 %), Transkription (3 %), Präsentations- oder Designgeneratoren (3 %) sowie Vi-
deogenerierung (2 %) und Audiogenerierung (0 %) spielen im Tagesrhythmus praktisch 
keine Rolle. 

Übersicht 8: Regelmäßige Nutzung generativer KI-Tools nach Trägerschaft und Typ der 
Hochschule (in %) 

 Trägerschaft Hochschultyp 

staatlich privat Universität HAW/FH Künstlerisch 

Texte generieren 84 92 94 86 63 

Dokumente auswerten 36 67 63 40 13 

Bilder generieren 23 67 38 34 13 

Audios generieren  9 8 0 14 0 

Videos generieren 2 17 0 9 0 

Audios oder Videos transkribieren 30 50 38 37 13 

Präsentationen oder Designs generieren 23 33 25 26 25 

Übersetzung und Sprachkorrektur 82 83 100 74 88 

N 44 12 16 35 8 

Quelle: Erhebung unter Pressestellen deutscher Hochschulen (Oktober 2025). Regelmäßig = mind. 1x monatlich, 1x wö-

chentlich oder 1x täglich. 

Zwischen staatlichen und privaten Hochschulen zeigen sich deutliche Unterschiede in 
der regelmäßigen Nutzung generativer KI (Übersicht 8). Private Hochschulen weisen 
durchweg höhere Nutzungsraten auf, besonders bei Textgenerierung (92 % gegenüber 84 
%), Dokumentenauswertung (67 % gegenüber 36 %) und Bildgenerierung (67 % gegen-
über 23 %). Auch bei Transkriptionstools (50 % statt 30 %) und Präsentations- bzw. De-
signgeneratoren (33 % statt 23 %) liegen private Einrichtungen vorn. Das deutet auf eine 
insgesamt stärkere Integration generativer KI in den Kommunikationsprozessen privater 
Träger hin. 

Auch zwischen den Hochschultypen treten markante Differenzen zutage. Universitäten 
und HAWs/FHs nutzen text- und sprachbezogene Anwendungen besonders oft regelmä-
ßig: 94 Prozent der Universitäten und 86 Prozent der HAWs setzen Textgenerierung regel-
mäßig ein, während künstlerische Hochschulen mit 63 Prozent deutlich darunter liegen. 
Ein ähnliches Muster zeigt sich bei der Dokumentenauswertung (63 % an Universitäten 
vs. 13 % an künstlerischen Hochschulen) und der Übersetzung bzw. Sprachkorrektur, die 
an Universitäten vollständig in der regelmäßigen Nutzung etabliert sind (100 %). Künstle-
rische Hochschulen weisen insgesamt niedrigere regelmäßige Nutzung auf. 

Ein Vergleich der regelmäßigen Nutzung seit 2023 zeigt einen bemerkenswert schnellen 
Diffusionsprozess generativer KI in der Hochschulkommunikation (Übersicht 9). Beson-
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ders stark gewachsen ist der Einsatz von Textgenerierungstools, deren regelmäßige Nut-
zung von 22 Prozent (2023) auf 84 Prozent (2025) angestiegen ist. Ähnlich dynamisch ent-
wickeln sich Dokumentenauswertung (1 % → 42 %), Präsentations- und Designgenerato-
ren (0 % → 27 %) sowie Bildgenerierung (3 % → 36 %). Auch im Bereich der Transkription 
lässt sich ein deutlicher Zuwachs beobachten (1 % → 33 %). Am unteren Ende verbleiben 
Audio- und Videogeneratoren, die trotz leichter Anstiege weiterhin kaum in den Arbeitsall-
tag integriert sind. Stabil auf hohem Niveau liegt hingegen die Übersetzungs- und Sprach-
korrektur, die bereits 2023 weit verbreitet war (73 %) und bis 2025 nur noch moderat zu-
legte (83 %). Insgesamt verdeutlicht die Zeitreihe eine rasche Verbreiterung des KI-Ein-
satzes, vor allem bei zuvor kaum genutzten spezialisierten Tools. 

Übersicht 9: Regelmäßige Nutzung generativer KI-Tools 2023 bis 2025 (in %) 

Quelle: Erhebungen unter Pressestellen deutscher Hochschulen (2023, 2024, 2025; Querschnittserhebungen).  

3.1.2. Konkrete Anwendungsfälle für die KI-Tools  

Die inhaltsanalytische Auswertung der offenen Angaben zu den konkreten Anwendungs-
fällen zeigt ein deutliches Profil der derzeitigen Nutzung generativer KI in Pressestellen 
deutscher Hochschulen (Übersicht 10). Die Befunde weisen klar darauf hin, dass textba-
sierte Anwendungen im Zentrum der Kommunikationsarbeit stehen und generative KI vor 
allem dort eingesetzt wird, wo redaktionelle Routinen, knappe Ressourcen und komplexe 
Informationslagen aufeinandertreffen. Besonders stark vertreten ist der Einsatz von 
ChatGPT und institutionell angepassten Campuslösungen wie HAWKI, die in vielen 
Hochschulen das Rückgrat der KI-gestützten Textproduktion bilden. Diese Tools werden 
für ein breites Spektrum redaktioneller Aufgaben genutzt: von der Erstellung und Überar-
beitung von Pressemitteilungen über das Erstellen von Webnews und Newsletterinhalten 
bis hin zur Generierung von Social-Media-Texten und ersten Entwürfen aus Transkripti-
onsmaterial. Auch für stilistische Anpassungen, Tonalitätsfeinjustierungen und Über-
schriftenvorschläge werden generative KI-Systeme routinemäßig eingesetzt. 
Darüber hinaus zeigt sich ein deutlicher Trend zur Nutzung von KI für Recherche- und 
Analyseaufgaben. Besonders Perplexity, zunehmend aber auch Gemini oder Claude, 
wird genutzt, um Themenideen zu entwickeln, Fakten zu recherchieren, komplexe Inhalte 
zu strukturieren oder Texte auf Kohärenz und Plausibilität zu prüfen. Diese Tools ergänzen 
das klassische Vier-Augen-Prinzip, indem sie zusätzliche Perspektiven bereitstellen oder 
Inhalte verdichten – allerdings stets mit anschließender manueller Kontrolle. Der Einsatz 
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von KI in der Recherche unterstreicht den wachsenden Bedarf an schneller Informations-
verarbeitung im Zusammenspiel mit begrenzten personellen Ressourcen. 

Eine weitere zentrale Kategorie bildet die Übersetzung und Sprachoptimierung, in der 
DeepL und DeepL Write nahezu durchgängig genutzt werden. Hochschulen nutzen KI 
nicht nur zur Übersetzung von Website-Texten, Pressemitteilungen und englischsprachi-
gen Forschungsinhalten, sondern zunehmend auch zur stilistischen Glättung und Quali-
tätskontrolle mehrsprachiger Kommunikation. Weniger stark ausgeprägt, aber dennoch 
sichtbar, ist der Einsatz von KI in der Bild- und Designbearbeitung. Tools wie Midjourney, 
Firefly und Canva AI werden genutzt, um visuelle Ideen zu entwickeln, grafische Entwürfe 
zu erstellen oder Bildmaterial zu optimieren. Audiovisuelle KI-Anwendungen, darunter 
Transkriptions- und Untertitelungssoftware, werden vor allem in redaktionellen Umge-
bungen mit hohem Interview- oder Videoproduktionsanteil eingesetzt. 

 

Übersicht 10: Anwendungsfälle für generative KI-Tools 

Quelle: Erhebung unter Pressestellen deutscher Hochschulen (Oktober 2025). N=58. Fragetext: „Bitte nennen Sie die generativen KI-Tools, 

die Sie bzw. Ihre Abteilung für Ihre Arbeit besonders relevant finden und wofür Sie diese nutzen. Es dürfen auch bisher nicht erwähnte sein“ 

3.1.3. Einsatz von KI-Agenten und Workflow-Automatisierungen  

Die Ergebnisse zeigen ferner, dass KI-gestützte Automatisierungen in der Hochschul-
kommunikation noch klar am Anfang stehen. Die Hochschulen wurden gefragt, ob in der 
Abteilung KI-Agenten oder KI-gestützte Workflow-Automatisierungen in ihrer Kommuni-
kationsarbeit genutzt werden. Fast drei Viertel der befragten Einrichtungen (73 %, n=47) 
nutzen keinerlei KI-Agenten oder automatisierte Workflows. Damit bleibt dieser Bereich 
deutlich hinter der Verbreitung generativer KI-Tools für Text- und Sprachaufgaben zurück. 
Weitere 17 Prozent (n=11) experimentieren zwar bereits mit Automatisierungslösungen, 
haben diese aber noch nicht in den regulären Arbeitsprozess integriert. Sechs Prozent 
(n=4) der Kommunikationsabteilungen nutzen einfache KI-Agenten für klar abgegrenzte 
Aufgaben, und eine einzige gab an, fortgeschrittene Systeme zu nutzen, die komplexere 
Arbeitsabläufe steuern. Ein ähnlich kleiner Anteil gibt an, die entsprechenden Möglich-
keiten noch nicht zu kennen. Insgesamt ergibt sich ein Bild, in dem die operative Nutzung 
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generativer KI zwar stark gewachsen ist, KI-gestützte Prozessautomatisierung aber erst 
in Nischen und Pilotphasen existiert. 

Die qualitative Differenzierung der eingesetzten Systeme bestätigt diese frühe Entwick-
lung: In drei Fällen wurden detaillierten Antworten zum Anwendungsfall gegeben. Ge-
nannt werden (1) der Einsatz von CMS-Integrationen und damit verbundenen Web-Auto-
matisierungen zur Erstellung von Content für Multichannel-Aktivitäten, (2) die Nutzung 
von Microsoft Copilot für die automatische Erstellung von Online-Meldungen auf Basis 
längerer Ausgangstexte sowie (3) der individuelle Einsatz von Copilot durch Kolleg.innen 
bei bestimmten Arbeitsschritten. Letzteres fällt vermutlich nicht mehr in den hier ge-
meinten Anwendungsfall „KI-Agenten“. Auffällig ist die geringe Breite der Beispiele: Es 
handelt sich durchweg um punktuelle Tools, nicht um weitreichende Prozess-Teilauto-
matisierungen, etwa in Redaktionsplanung, Freigabeprozessen, Monitoring oder Distri-
butionslogistik. Die Daten belegen damit, dass KI-basierte Automatisierung in Hoch-
schulpressestellen bislang punktuell, personengebunden und ohne organisatorische 
Standardisierung erfolgt. 

3.2. KI-Einsatz entlang der Formatplanung  

3.2.1. Eingesetzte Anwendungsfälle  

Die Nutzung von generativen KI-Tools weist in den unterschiedlichen Phasen der Kom-
munikationsplanung eine sehr differenzierte Nutzung auf. Jeder Phase waren in der Erhe-
bung fünf Anwendungsfälle zugeordnet. Berichtet werden zunächst die gemittelten Wer-
te für jede Phase. Diese aggregierten Werte zeigen bereits deutlich: KI-Tools werden zwar 
in vielen Pressestellen eingesetzt, jedoch sehr unterschiedlich je nach Phase der Kom-
munikationsplanung. Am intensivsten genutzt werden sie in Bereichen, die unmittelbar 
mit der sprachlichen Ausgestaltung von Inhalten verbunden sind; strategische oder ana-
lytische Schritte werden dagegen deutlich seltener unterstützt. 

Stil und Tonalität stellt mit großem Abstand den am häufigsten KI-gestützten Bereich dar. 
Im Mittel 42 Prozent der Befragten nutzen KI für einen hierzugehörigen Anwendungsfall 
mindestens monatlich, weitere 27 Prozent gelegentlich. Dieser hohe Anteil spiegelt die 
starke Verankerung generativer KI in der redaktionellen Arbeit wider, insbesondere bei 
der Optimierung von Formulierungen, Tonalität und Zielgruppenansprache. Ebenfalls 
verbreitet ist der KI-Einsatz in der Medium- und Formatauswahl. Im Mittel 21 Prozent set-
zen hier mindestens monatlich KI ein, 28 Prozent gelegentlich. Die Daten deuten darauf 
hin, dass KI-Systeme zunehmend genutzt werden, um geeignete Kanäle und Content-
Formate zu identifizieren oder verschiedene Varianten zu simulieren. Gleichzeitig ver-
wendet fast die Hälfte der Hochschulen KI in diesem Bereich bislang gar nicht (48 %). 

Inhaltliche oder redaktionelle Strategiebereiche wie Themenwahl werden deutlich selte-
ner KI-gestützt bearbeitet: Nur 11 Prozent setzen durchschnittlich mindestens monatlich 
KI ein, 20 Prozent gelegentlich. Der überwiegende Teil (62 %) nutzt KI nicht für die The-
menfindung – ein Hinweis darauf, dass diese Phase weiterhin als redaktionell-kuratori-
sche Aufgabe verstanden wird, in der menschliche Einschätzung und institutionelles 
Wissen dominieren. Deutlich zurückhaltender fällt der Einsatz in klassischen strategi-
schen Planungsphasen aus. In der Zielgruppenanalyse nutzen nur 5 Prozent mindestens 
monatlich KI, während 76 Prozent hier keinerlei Einsatz angeben. Ähnlich zeigt sich bei 
der Kommunikationszieldefinition ein sehr geringer operativer Einsatz: 0 Prozent monat-
lich, 16 Prozent gelegentlich. Beide Phasen zählen somit zu den Bereichen, in denen KI 
noch keine relevante Rolle spielt und strategische Entscheidungen überwiegend ohne KI-
Unterstützung getroffen werden. 
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Noch klarer ist das Bild in der Wirkungsanalyse. Dieser Bereich weist die niedrigsten Nut-
zungswerte auf: Nur 3 Prozent verwenden KI mindestens monatlich, 12 Prozent gelegent-
lich, während 78 Prozent angeben, KI hier nicht einzusetzen. Die Wirkungsmessung – 
etwa von Kampagnen oder Social-Media-Beiträgen – bleibt damit bislang weitgehend un-
beeinflusst durch KI-gestützte Auswertungstools. 

Übersicht 11: Einsatz generativer KI-Tools in Phasen der Kommunikationsplanung und -umsetzung 
(Mittelwerte je Phase in %) 

Quelle: Erhebung unter Pressestellen deutscher Hochschulen (Oktober 2025). N=51 (Mittelwert für alle Items). Werte sind Mittelwerte der 

Einzelitems je Gruppe. Frage: „In welchen Phasen der Kommunikationsplanung und -umsetzung setzen Sie bzw. Ihre Abteilung KI-Tools ein?“ 

Die Detaildaten vertiefen das zuvor skizzierte Bild und zeigen noch klarer, dass der Ein-
satz generativer KI stark auf operative, textbezogene und sprachnahe Aufgaben konzen-
triert ist, während strategische und analytische Tätigkeiten weiterhin weitgehend ohne KI 
erfolgen (Übersicht 12):  

• Themenwahl: Der KI-Einsatz ist hier insgesamt moderat, aber stark ausdifferenziert 
nach Aufgabentyp. Am häufigsten werden KI-Tools bei der Hintergrundrecherche ein-
gesetzt (21 % mindestens monatlich, 38 % gelegentlich). Auch für allgemeine The-
menfindung liegt die gelegentliche Nutzung relativ hoch (29 %). Dagegen bleiben KI-
basierte Einschätzungen des Kommunikationspotenzials von Forschungs- oder 
Hochschulereignissen stark marginalisiert (nur 2 % monatlich). Das Monitoring von 
Fachmedien wird von zwölf Prozent regelmäßig genutzt, aber von 73 Prozent gar nicht. 
Insgesamt zeigt dieser Bereich ein wesentlich breiteres Spektrum unterschiedlicher 
Anwendungen, aber auch viel Zurückhaltung bei Aufgaben, die redaktionelles oder in-
stitutionelles Urteilswissen erfordern. 

• Zielgruppenanalyse: Hier ist der KI-Einsatz sehr gering ausgeprägt. Nur die Personali-
sierung von Inhalten erreicht nennenswerte Anteile (8 % monatlich, 24 % gelegent-
lich). Segmentierung, Reaktionsvorhersagen oder andere analytische Aufgaben blei-
ben nahezu ungenutzt. Der hohe Anteil der Nichtnutzung (oft über 80 %) zeigt, dass 
datenbasierte Zielgruppenanalysen weiterhin kaum mit KI erfolgt, obwohl das Poten-
zial grundsätzlich groß wäre. 

• Kommunikationszieldefinition: Dieser Bereich zeigt fast durchgehend extrem geringe 
Nutzungswerte. Kein einziger Teilbereich erreicht ein Prozent monatliche Nutzung, 
und selbst die häufigsten gelegentlichen Anwendungen – etwa die Formulierung von 
Kommunikationszielen (26 %) – liegen niedrig. Die Definition von KPIs sowie die Ent- 
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Übersicht 12: Einsatz generativer KI-Tools in konkreten Aufgaben der Kommunikationsplanung und -
umsetzung (in %) 

Phase Aufgabe 
mindestens 

1x im Monat 

gelegent-
lich 

in  
Planung 

nicht 
verwendet 

Themen-
planung & 
Recherche 

Allgemeine Themenfindung und -bewertung 9 29 5 56 

Hintergrundrecherche zu  
kommunikationsrelevanten Inhalten 

21 38 4 38 

Bewertung von Hochschulereignissen/  
Forschungsergebnissen auf  
Kommunikationspotenzial 

2 9 6 83 

Monitoring von Fachmedien und  
Branchennachrichten 

12 2 13 73 

Anderer Anwendungsfall für Themenplanung/ 
-recherche 

13 23 4 60 

Ziel- 
grupen- 
analyse 

Analyse von Zielgruppeninteressen 6 18 10 66 

Segmentierung von Zielgruppen 6 6 4 84 

Personalisierung von Inhalten 8 24 2 66 

Vorhersage der Reaktion von Zielgruppen 2 8 8 82 

Anderer Anwendungsfall für Zielgruppenanalyse 2 14 2 81 

Kommuni-
kationsziel-
definition 

Formulierung von Kommunikationszielen 0 26 8 66 

Zieldefinition für unterschiedliche Kanäle 0 21 8 72 

Definition von KPI/Indikatoren/Kriterien  
der Zielerreichung 

0 14 4 82 

Entwicklung von Monitoring-Instrumenten  
für Zielerreichung 

0 11 19 70 

Anderer Anwendungsfall für  
Kommunikationszieldefinition 

2 7 9 82 

Medium-
/Format-
auswahl 

Auswahl geeigneter Medienformate 10 14 4 73 

Erstellung von Texten 55 30 0 14 

Generierung von Bildern/Grafiken/Designs 30 39 2 29 

Produktion von Audio-/Videoinhalten 9 27 4 60 

Anderer Anwendungsfall der Formatgestaltung 3 28 8 63 

Stil und  
Tonalität 

Anpassung des Sprachstils an Zielgruppen  38 27 5 29 

Übersetzung in andere Sprachen  64 18 4 14 

Verbesserung der Textqualität  45 36 2 17 

Vereinfachung komplexer Inhalte/  
Barrierefreiheit  

33 33 5 28 

Anderer Anwendungsfall für Stil/Tonalität  28 22 2 48 

Wirkungs-
analyse 

Analyse von Social-Media-Interaktionen  4 16 10 71 

Auswertung von eigenen Feedbackdaten  4 9 8 79 

Optimierung basierend auf Ergebnissen  2 12 6 80 

Prognose zukünftiger Trends  2 17 10 71 

Anderer Anwendungsfall für Wirkungsanalysen  2 6 4 87 

Quelle: Erhebung unter Pressestellen deutscher Hochschulen (Oktober 2025). N=51 (Mittelwert für alle Items).  Frage: „In welchen Phasen 

der Kommunikationsplanung und -umsetzung setzen Sie bzw. Ihre Abteilung KI-Tools ein?“ 

wicklung von Monitoring-Instrumenten werden überwiegend gar nicht mit KI unter-
stützt. Der Bereich bleibt klar außerhalb des operativen KI-Einsatzes. 

• Medium- und Formatauswahl: Hier zeigt sich ein deutlicher Sprung im Nutzungsni-
veau. Die Texterstellung ist mit Abstand der stärkste Einzelanwendungsfall im gesam-
ten Datensatz: 55 Prozent nutzen KI hierfür mindestens monatlich, 30 Prozent gele-
gentlich. Auch die Generierung visueller Inhalte (Bilder, Grafiken, Designs) liegt mit 30 
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Prozent monatlicher und 39 Prozent gelegentlicher Nutzung auf einem hohen Niveau. 
Für Audio-/Video-Produktionen bleibt der Einsatz begrenzt, aber deutlich höher als in 
strategischen Bereichen. 

• Stil und Tonalität: Dieser Bereich bestätigt die wichtige Rolle generativer KI für die 
sprachliche Optimierung. Besonders hervorzuheben ist der dominante Einsatz bei 
Übersetzungen (64 % monatlich, 18 % gelegentlich). Auch die Verbesserung der Text-
qualität wird breit genutzt (45 % monatlich). Die Anpassung des Sprachstils an Ziel-
gruppen sowie die Vereinfachung komplexer Inhalte zeigen ebenfalls hohe Werte. Ins-
gesamt ist dies der am klarsten KI-geprägte Aufgabenbereich. 

• Wirkungsanalyse: Trotz potenziell relevanter Anwendungsmöglichkeiten bleibt der 
Einsatz zurückhaltend. Einzelne Aufgaben wie die Analyse von Social-Media-Interak-
tionen oder die Trendprognose erreichen immerhin rund 16–17 Prozent gelegentliche 
Nutzung, monatlich bleiben die Werte jedoch durchweg niedrig (2–4 %). Die Mehrheit 
der Hochschulen verzichtet weiterhin ganz auf KI-gestützte Wirkungsauswertungen. 

3.2.2. Nutzen des KI-Einsatzes in den verschiedenen Phasen der 
Kommunikationsplanung 

Die Einschätzung des Nutzens von KI-Tools in verschiedenen Phasen der Kommunikati-
onsplanung zeigt ein deutliches Spannungsfeld zwischen tatsächlicher Anwendung und 
erwarteten Potenzialen. Während die Hochschulen gebeten wurden, mit Blick auf den 
Nutzen sowohl konkrete Erfahrungen als auch antizipierte Effekte auf einer Skala von Eins 
bis Zehn zu bewerten, verdeutlichen die Ergebnisse eine starke Orientierung an operati-
ven, textorientierten Arbeitsfeldern (Übersicht 13): 

• Am höchsten eingeschätzt wird der Nutzen in der Phase Stil und Tonalität (MW 6,6). 
Diese Bewertung korrespondiert auffällig mit der tatsächlichen Nutzung: Kein anderer 
Bereich wird so häufig und so regelmäßig mit KI unterstützt. Die starke Übereinstim-
mung (SD=2,4) deutet darauf hin, dass Hochschulpressestellen hier bereits stabil 
etablierte Workflows mit KI-Tools aufgebaut haben, etwa für Textoptimierung, Tonali-
tätsanpassung oder Social-Media-Adaption. 

• Einen ähnlich positiven, aber weniger klar praxisbasierten Nutzen sehen die Befragten 
in der Themenwahl (MW 6,0). Obwohl diese Phase in der realen Nutzung vergleichs-
weise selten mit KI unterstützt wird, attestieren die Kommunikationsabteilungen ihr 
ein hohes Potenzial. Die Diskrepanz zwischen Nutzung und Nutzen deutet auf uner-
schlossenes Terrain hin: Ideengenerierung, Trendbeobachtung oder schnelle Vor-
strukturierung könnten einen größeren Mehrwert bieten, werden aber bislang kaum 
systematisch eingesetzt. Die Streuung bei den Bewertungen (SD=3,1) ist indes recht 
hoch. 

• In der Medium- und Formatauswahl zeigt sich ein mittlerer Nutzen (MW 5,6), der eben-
falls nicht vollständig durch die tatsächliche Nutzung gedeckt ist. Zwar greifen viele 
Pressestellen gelegentlich auf KI zur Formatentwicklung zurück, doch bleibt der Ein-
satz weniger routiniert als in textzentrierten Phasen. Hier scheinen experimentelle An-
sätze vorzuherrschen, ohne dass sich bereits klare Best Practices etabliert hätten. 

• Deutlich niedriger fällt der wahrgenommene Nutzen in den strategischen und analyti-
schen Phasen aus – Zielgruppenanalyse, Kommunikationszieldefinition, Wirkungs-
analyse –, und genau diese Bereiche werden auch am seltensten genutzt. Die paral-
lele Zurückhaltung in Nutzung und Nutzenbewertung verweist auf bestehende Unsi-
cherheiten: Entweder fehlen geeignete Tools, oder die kommunikativen Anforderun-
gen in diesen Phasen lassen sich bislang nur begrenzt durch generative KI abbilden. 
Oder es fehlt die Bereitschaft, solche Tätigkeiten an KI-Werkzeuge teilzudelegieren, 
da sie sich in besonderer Weise auf menschliches Urteilsvermögen stützen.  
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Insgesamt zeigt der Querabgleich: Hohe Nutzung geht fast immer mit hohem Nutzen ein-
her, während blinde Flecken dort entstehen, wo Potenziale zwar erkannt, aber noch nicht 
operationalisiert wurden. 

Übersicht 13: Nutzen des KI-Einsatzes in den verschiedenen Phasen der 
Kommunikationsplanung (Skala 1–10) 

 Mittelwert SD Werte >6 in % Gültige N 

Themenplanung & Recherche 6,0 3,1 56 39 

Zielgruppenanalyse 4,9 2,6 38 40 

Kommunikationszieldefinition 4,7 2,3 25 40 

Medium-/Formatauswahl 5,6 2,6 44 45 

Stil und Tonalität 6,6 2,4 60 47 

Wirkungsanalyse 4,8 2,7 31 36 

Quelle: Erhebung unter Pressestellen deutscher Hochschulen (Oktober 2025). Frage: „Bewerten Sie Nutzen (positive Aus-

wirkungen für Ihre Kommunikationsarbeit) des KI-Einsatzes in jeder Phase (0 = gar nicht – 10 = sehr hoch)“ 

3.2.3. Chancen des KI-Einsatzes 

Die Auswertung der offenen Antworten zur Frage nach den größten Chancen beim KI-Ein-
satz in der Hochschulkommunikation zeigt über alle Phasen hinweg ein deutliches Mus-
ter: Generative KI wird vor allem als Hebel für Effizienz, Konsistenz und analytische Prä-
zision wahrgenommen, während strategische oder stark reflexive Einsatzszenarien sel-
tener und weniger konkret benannt werden. Gleichzeitig ist die Spannbreite groß – sie 
reicht von klar formulierten Entwicklungsideen bis hin zu deutlicher Unsicherheit oder 
fehlender Auseinandersetzung: 

 Themenplanung und -recherche: In dieser frühen Phase sehen die Hochschulen das 
greifbarste Potenzial. Besonders häufig genannt werden Zeit- und Ressourceneffizienz, 
die Beschleunigung der Recherche sowie die Möglichkeit, Trends und relevante Debatten 
frühzeitig zu erkennen. Mehrere Einrichtungen betonen die Chance, Themen aus neuen 
Blickwinkeln zu betrachten oder KI als unerschöpflichen Ideengeber einzusetzen. Auch 
die Erwartung, durch einen „neutraleren“ KI-Blick blinde Flecken der eigenen Organisa-
tion zu überwinden, ist verbreitet. Gleichzeitig äußern einige Befragte noch Unsicherhei-
ten oder geben an, bislang kaum konkrete Einsatzideen zu haben. 

 Zielgruppenanalyse: Die Chancen werden hier primär in einer präziseren Segmentie-
rung und einer datenbasierten Fundierung von Zielgruppenmodellen gesehen. Genannt 
werden u. a. die Erstellung detaillierterer Personas, die Simulation möglicher Reaktionen 
(„digitale Zwillinge“) oder das Erschließen bislang wenig betrachteter Teilgruppen. Meh-
rere Beiträge betonen, dass KI helfen könne, sich stärker von der tradierten „Innensicht“ 
zu lösen und Entscheidungen weniger intuitiv zu treffen. Gleichzeitig zeigt sich – stärker 
als in der Themenphase – ein signifikanter Anteil an Antworten, die keine oder nur geringe 
Erwartungen formulieren. 

 Kommunikationszieldefinition: Die potenziellen Nutzenaspekte sind weniger breit be-
schrieben als in den vorherigen Phasen. Einige Hochschulen erwarten, mithilfe generati-
ver KI Konzeptionierungsprozesse zu beschleunigen, Ziele klarer zu strukturieren und da-
tenbasiert aus bisherigen Kampagnen abzuleiten. Genannt werden außerdem Szenario-
analysen sowie eine bessere Anbindung der Kommunikationsziele an die Gesamtstrate-
gie der Hochschule. Viele Einrichtungen äußern jedoch Unsicherheit oder geben an, sich 
hierzu bisher kaum Gedanken gemacht zu haben. 

 Medium- und Formatauswahl: Auch in dieser Phase stehen operative Entlastungen im 
Vordergrund. Genannt werden eine zielgruppenspezifischere Formatwahl, Empfehlun-
gen zu passenden Kanälen sowie die Möglichkeit, Inhalte schnell in barrierefreie, mehr-
sprachige oder interaktive Versionen zu überführen. Zusätzlich wird KI als Impulsgeber 
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für kreative Bild- und Textideen gesehen. Besonders häufig tauchen Hinweise auf Res-
sourceneffizienz und den Ausgleich personeller Engpässe auf. Gleichzeitig bleibt bei ei-
nigen Befragten die Einschätzung vage. 

 Stil und Tonalität: Hier zeigt sich die größte Einigkeit unter den Hochschulen. Genera-
tive KI wird als effektives Mittel zur Sicherung einer konsistenten Corporate Language 
wahrgenommen und als Unterstützung, Texte schnell an unterschiedliche Zielgruppen 
und Kanäle anzupassen. Die Aussicht, Textqualität und Stil zu verbessern, wiederkehren-
de Formate zu vereinheitlichen und gleichzeitig Zeit zu sparen, wird häufig betont. Zudem 
wird KI als Hilfsmittel für Übersetzungen und für die präzise Segmentierung sprachlicher 
Varianten genannt. 

 Wirkungsanalyse: Die Einschätzungen zur Wirkungsanalyse fallen sehr heterogen 
aus. Einige Einrichtungen sehen Potenziale in einem kanalübergreifenden Echtzeit-Moni-
toring, in präziseren Medienanalysen und in der Bewertung von Reputation, Sichtbarkeit 
oder Bewerbungszahlen. Andere betonen die Möglichkeit, auf dieser Basis bessere 
Handlungsempfehlungen abzuleiten und langfristiger zu planen. Zugleich ist dies der Be-
reich mit den meisten Unsicherheiten: Viele Befragte können den Nutzen nicht einschät-
zen oder geben an, sich damit noch nicht beschäftigt zu haben. 

Die befragten Hochschulkommunikator.innen verbinden mit generativen KI-Tools dem-
nach große Erwartungen – vor allem in Bezug auf Zeitersparnis, Konsistenz und analyti-
sche Unterstützung. Die Potenziale verteilen sich jedoch ungleich über die Phasen der 
Formatplanung: Während Themenrecherche, Stil/Tonalität und Zielgruppenanalyse ver-
gleichsweise klar umrissene Chancen erkennen lassen, zeigen Kommunikationszieldefi-
nition und Wirkungsanalyse deutlich mehr Unklarheiten. Insgesamt entsteht das Bild ei-
ner hohen grundsätzlichen Offenheit, aber zugleich eines frühen Reifegrads, in dem prak-
tische Erprobung und konzeptionelle Orientierung vielerorts noch am Anfang stehen. 

3.2.4. Herausforderungen und Risiken des KI-Einsatzes 

Die offenen Angaben der Hochschulen zur Frage nach den größten Herausforderungen 
und Risiken beim KI-Einsatz in der Hochschulkommunikation zeigen ein breites Spekt-
rum an Vorbehalten: von der Gefahr inhaltlicher Fehler über Datenschutzprobleme bis 
hin zu strategischen Risiken wie Verlust von Individualität oder Passung zur eigenen 
Hochschulidentität. Gleichzeitig wird sichtbar, dass viele Abteilungen noch am Anfang 
der Auseinandersetzung stehen und teilweise keinen klaren Problemfokus benennen 
können. Im Folgenden werden die wichtigsten Muster aus den sechs Phasen der Format-
planung zusammengefasst: 

 Themenplanung und -recherche: In dieser frühen Phase werden vor allem zwei Prob-
lemkomplexe deutlich: die Gefahr unzuverlässiger oder verzerrter Inhalte und der Verlust 
von Individualität. Mehrere Hochschulen verweisen auf das Risiko, dass KI wichtige Ni-
schenthemen nicht erkennt, Themen verallgemeinert oder Inhalte aufgrund fehlerhafter 
Quellenlage halluziniert. Auch Verzerrungen durch einseitige Datenquellen (Bias) werden 
betont. Als weiteres Risiko wird die potenzielle Angleichung der Hochschulkommunika-
tion gesehen, wenn KI ähnliche Vorschläge für viele Institutionen erzeugt. Dazu kommen 
strukturelle Herausforderungen: Datenschutzbedenken, fehlende interne Datenzugän-
ge, Wissenslücken bei der Nutzung, ein hoher Initialaufwand zur Modellanpassung und 
mangelnde systematische Integration in bestehende Abläufe. Vereinzelt wird befürchtet, 
dass unkuratierter KI-Output zu unnötigen Ressourcenverlusten führt. 

 Zielgruppenanalyse: Hier stehen vor allem inhaltliche Verzerrungen und Datenschutz-
risiken im Vordergrund. Die Befragten nennen die Gefahr von Bias, fehlerhaften oder un-
passenden Datenbasen sowie die Übersimplifizierung komplexer Zielgruppen. Zudem 
wird darauf hingewiesen, dass generative KI lokale Besonderheiten häufig nicht abbildet 
und dadurch Ergebnisse nicht ausreichend differenziert ausfallen können. Ein weiterer 
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kritischer Punkt ist die Unsicherheit im Umgang mit sensiblen oder personenbezogenen 
Daten, die aus Datenschutzgründen nicht ohne Weiteres verarbeitet werden dürfen. Ei-
nige Hochschulen fürchten außerdem, dass KI-Auswertungen zu einer Verengung des Al-
leinstellungsmerkmals führen, wenn viele Einrichtungen mit ähnlichen Modellen arbei-
ten. 

 Kommunikationszieldefinition: In dieser Phase treten Risiken auf, die vor allem die 
strategische Passung betreffen. Mehrere Hochschulen sehen die Gefahr, dass KI Zielvor-
schläge liefert, die nicht zur Hochschulstrategie passen oder zu wenig differenziert sind. 
Teilweise wird befürchtet, dass dadurch kurzsichtige Metriken überbetont und langfristi-
ge Wirkungsziele vernachlässigt werden. Wiederkehrend sind außerdem Hinweise auf 
fehlende Individualität, die Austauschbarkeit der Vorschläge und den großen Aufwand, 
KI-Modelle so zu konfigurieren, dass sie die hochschulspezifischen Anforderungen kor-
rekt reflektieren. Einige betonen klar, dass die strategische Planung beim Menschen blei-
ben sollte und KI lediglich als Sparringspartner sinnvoll ist. Datenschutz- und Kompe-
tenzprobleme werden auch hier genannt. 

 Medium- und Formatauswahl: Die Risiken konzentrieren sich in dieser Phase auf Qua-
litäts- und Rechtsthemen. Genannt werden Bildrechte, die Herausforderung einer kor-
rekten Kennzeichnung von KI-Inhalten, mögliche Fehler in Bild- und Textgenerierung und 
die Gefahr, dass KI-basierte Formate nicht den internen Qualitätsstandards entspre-
chen. Weitere Beiträge thematisieren den möglichen Verlust von Authentizität sowie eine 
zu starke Standardisierung auf Kosten kreativer Vielfalt. Zudem wird auf Schwierigkeiten 
bei der praktischen Umsetzung verwiesen: fehlende Bereitschaft im Team, unzureichen-
de technische Infrastruktur, Datenschutzauflagen und das Risiko einer zu starken Abhän-
gigkeit von KI-Outputs, die sich schnell als veraltet erweisen können, wenn sich z. B. So-
cial-Media-Dynamiken ändern. 

 Stil und Tonalität: In diesem Bereich wird besonders häufig der Verlust der institutio-
nellen Stimme angesprochen. Mehrere Hochschulen befürchten einen „Einheitsbrei“, 
wiederholende Formulierungen oder eine unpersönliche, künstlich wirkende Tonalität. 
Auch die Gefahr unpassender sprachlicher Nuancen – besonders in sensiblen Themen-
feldern – wird hervorgehoben. Dazu kommen Risiken wie inhaltliche Fehler, Oberfläch-
lichkeit, mangelnde Individualität und eine mögliche Einschränkung durch interne IT-Vor-
gaben, die nur wenige KI-Anbieter zulassen. Gleichzeitig betonen einige Befragte die Not-
wendigkeit, die Ergebnisse kritisch zu prüfen, Qualitätsstandards zu sichern und den ei-
genen Stil weiterhin bewusst zu pflegen. 

 Wirkungsanalyse: Hier zeigt sich die größte Unsicherheit insgesamt. Viele Hochschu-
len geben an, sich mit dem Thema noch wenig befasst zu haben. Unter den benannten 
Risiken dominieren jedoch zwei Bereiche: Fehlinterpretationen und Fehlvorhersagen so-
wie methodische und rechtliche Fragen. Die Befragten weisen darauf hin, dass KI-Wir-
kungsanalysen aufgrund intransparenter Modelle schwer nachvollziehbar sein können 
und komplexe Effekte – etwa Reputation oder Vertrauen – von KI nur begrenzt valide ab-
gebildet werden. Weitere Herausforderungen betreffen Datenschutz, fehlende interne 
Datenqualität, Qualitätssicherung und die Gefahr, Content inflationär zu produzieren, 
ohne dass dessen Wirkung tatsächlich steigt. Mehrere Antworten thematisieren auch die 
grundsätzliche Frage, ob und wie sich die Wirkung in den Köpfen der Zielgruppen über-
haupt automatisiert messen lässt. 

Insgesamt zeigen die Angaben ein klares Risikoprofil. Die größten Bedenken konzentrie-
ren sich auf Qualitätssicherung, Datenschutz, Verlust von Individualität, Bias und Hallu-
zinationen, fehlende strategische Passung sowie organisatorische Hürden wie Know-
how, Ressourcen und interne Prozesse. Während operative Risiken (z. B. fehlerhafte Er-
gebnisse, unklare Bildrechte) ebenso präsent sind wie inhaltliche und strategische, wird 
deutlich, dass viele Hochschulen erst am Anfang systematischer KI-Integration stehen. 
Entsprechend häufig taucht Unsicherheit oder fehlende Auseinandersetzung mit den po-
tenziellen Risiken auf. 
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Die Chancen generativer KI-Tools aus Sicht der Kommunikationsabteilungen verteilen 
sich entlang der gesamten Formatplanung, jedoch mit unterschiedlichen Reifegraden 
(Übersicht 14): Während operative Bereiche wie Recherche, Stil und Zielgruppenadres-
sierung bereits klar umrissene Potenziale bieten, bestehen bei strategischen Phasen – 
insbesondere bei der Zieldefinition und der Wirkungsanalyse – deutlich mehr Unsicher-
heiten. Insgesamt wird KI primär als Effizienz- und Strukturierungswerkzeug wahrgenom-
men, das Routineaufgaben beschleunigt und konzeptionelle Arbeit unterstützt. Dem ste-
hen Risiken gegenüber, die vor allem auf Datenqualität, mögliche Verzerrungen, Kon-
trollaufwand und den Verlust institutioneller Eigenständigkeit verweisen. Entscheidend 
wird daher sein, KI-systematisch, kontrolliert und mit transparenten Qualitätsstandards 
einzusetzen, um ihr Potenzial ohne Verlust an strategischer und sozialer Reflexivität zu 
nutzen. 

Übersicht 14: Chancen und Risiken des Einsatzes generativer KI-Tools 

Phase Chancen Risiken / Herausforderungen 

Themenplanung &  
Recherche 

• Schnellere Recherche 

• Trend- und Debattenerkennung 

• Ideengenerierung aus neuen  
Perspektiven 

• Identifikation blinder Flecken 

• Unklare Quellenqualität 

• Gefahr der Themenverflachung/Redundanz 

• Verlust eigener Analyseleistung 

Zielgruppenanalyse 

• Präzisere Segmentierung 

• Erstellung detaillierter Personas 

• Simulation von Reaktionen  
(„digitale Zwillinge“) 

• Fundierung jenseits der Innensicht 

• Verzerrte Trainingsdaten → verzerrte Zielgrup-
penmodelle 

• Überinterpretation synthetischer Daten 

• Fehlende Datengrundlagen an Hochschulen 

Kommunikationsziel-
definition 

• Strukturierte Ableitung von Zielen 

• Szenarioanalysen 

• Schnellere Konzeptentwicklung 

• Unsicherheit in der Validität 

• Gefahr der Ziel-Inflation ohne strategische 
Verankerung 

• KI übernimmt begriffliche Rahmung ungeprüft 

Medium- &  
Formatauswahl 

• KI-basierte Kanalempfehlungen 

• Effiziente Multiformat-Aufbereitung 
(barrierefrei, multilingual) 

• Kreative Bild-/Formatideen 

• Risiko unpassender Formatentscheidungen 

• Automatisierung erzeugt Scheinpräzision 

• Qualitätskontrolle bei Bildgenerierung not-
wendig 

Stil & Tonalität 

• Hohe Konsistenz der Corporate  
Language 

• Schnelle Anpassung an Zielgruppen 

• Übersetzungsunterstützung 

• Qualitätssteigerung von Texten 

• Uniformität statt differenzierender Stimme 

• Verlust erkennbarer institutioneller  
Handschrift 

• Gefahr unwissentlicher „Halluzinationen“ in 
Formulierungen 

Wirkungsanalyse 

• Echtzeit-Monitoring und  
Mustererkennung 

• Präzisere Auswertung von Reichweite, 
Reputation, Engagement 

• Bessere Ableitung von Maßnahmen 

• Hoher Bedarf an sauberer Datenbasis 

• Fehlinterpretationen automatisierter  
Auswertungen 

• Unsicherheit über Qualität der Metriken 

Quelle: Erhebung unter Pressestellen deutscher Hochschulen (Oktober 2025).  

3.3. Zufriedenheit, Hemmnisse und Budget 

3.3.1. Zufriedenheit mit der Nutzung von AI-Tools 

Die Auswertung zur Zufriedenheit mit generativen KI-Tools zeigt ein insgesamt modera-
tes, aber klar positives Bild. Der Gesamtmittelwert liegt bei 3,2 (SD = 0,9), wobei 42 % der 
Befragten Werte oberhalb der Skalenmitte vergeben. Besonders gut bewertet werden klar 
strukturierte, textnahe Anwendungen: Die Dokumentenauswertung erreicht mit M = 3,6 
(SD = 1,2) und 56 % zufriedenen Nutzenden den höchsten Mittelwert; ähnlich gut schnei-
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den Transkriptions- sowie Audio- und Videogenerierung ab (M 3,4–3,5, Anteile >3 zwi-
schen 44 und 55 %). Auch die Textgenerierung zeigt mit M = 3,4 und 60 % eine hohe Nut-
zungszufriedenheit. 

Auffällig ist, dass kreative Anwendungen – vor allem Bild- sowie Präsentations- und De-
signgenerierung – vergleichsweise hinterherhinken (M = 3,1, Anteile >3: 34 % bzw. 30 %). 
Trotz geringer Streuung (SD 1,0–1,1) wird hier seltener ein klar positives Urteil abgegeben. 
Die Übersetzung und Sprachkorrektur fällt mit 67 % zufriedenen Nutzenden bei gleichzei-
tig mittlerem Mittelwert (M = 3,2) durch eine besonders breite Zustimmung auf. 

Insgesamt deutet das Muster auf eine stabile Akzeptanz für KI im redaktionellen und ad-
ministrativen Alltag hin, während kreative Output-Formate weiterhin als weniger über-
zeugend wahrgenommen werden. 

Übersicht 15: Zufriedenheit mit dem Einsatz generativer KI-Tools (Skala 1–5) 

Merkmal Mittelwert Standard-Abw. Anteil Werte >3 N 

Erfahrungen mit generativen  
KI-Tools insgesamt 

3,2 0,9 42 48 

Texte generieren 3,4 1,3 60 53 

Dokumente auswerten 3,6 1,2 56 34 

Bilder generieren 3,1 1,1 34 38 

Audios generieren  3,5 1,3 55 20 

Videos generieren 3,4 1,2 44 18 

Audios oder Videos transkribieren 3,5 1,2 45 33 

Präsentationen oder Designs generieren 3,1 1,0 30 20 

Übersetzung und Sprachkorrektur 3,2 1,0 67 28 

Quelle: Erhebung unter Pressestellen deutscher Hochschulen (Oktober 2025). Antwortoptionen entlang einer Likert-Skala 

von: 1 „sehr unzufrieden“ bis 5 „sehr zufrieden“. Frage: „Wie zufrieden sind Sie mit den Ergebnissen, die Sie bzw. Ihre Abtei-

lung durch den Einsatz von generativen KI-Tools in Ihrer Kommunikationsarbeit bisher erzielt haben?“ 

Die Entwicklung der Zufriedenheit mit generativen KI-Tools zwischen 2023 und 2025 lie-
fert zusätzliche Beobachtungen. Besonders stark gestiegen ist die Zufriedenheit bei An-
wendungen, die traditionell auf Sprach- oder Audiobearbeitung beruhen. So erhöht sich 
die Zufriedenheit bei der Audiogenerierung von sehr niedrigen 11 Prozent (2024) auf 55 
Prozent (2025) und ebenso bei der Videogenerierung von 11 auf  44  Prozent. Auch die  

Übersicht 16: Entwicklung des Anteils (eher) hoher Zufriedenheit mit generativen KI-Tools (2023–2025) 

Quelle: Erhebungen unter Pressestellen deutscher Hochschulen (2023, 2024, 2025; Querschnittserhebungen). 
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Textgenerierung (34 → 60 %) und das Auswerten von Dokumenten (31 → 56 %) verzeichnen 
deutliche Zuwächse. Bei Übersetzung und Sprachkorrektur bleibt die Zufriedenheit auf 
hohem Niveau und steigt weiter von 58 auf 67 Prozent. 

Gleichzeitig zeigen sich Bereiche, in denen die Zufriedenheit eher stagniert oder sogar 
rückläufig ist. Dazu gehören insbesondere die Bildgenerierung (41 → 34 %) sowie Präsen-
tationen/Designs (45 → 30 %). Die Transkription bleibt stabil im mittleren Bereich (43 → 45 
%). Die Gesamtzufriedenheit mit generativen KI-Tools steigt insgesamt moderat von 30 
Prozent (2023) auf 42 Prozent (2025), was auf eine wachsende Routine in der Nutzung, 
aber auch auf weiterhin bestehende Qualitätsgrenzen je nach Anwendungsfeld hinweist. 

3.3.2. Herausforderungen oder Schwierigkeiten bei der Nutzung  

Die Einschätzungen zur Bedeutsamkeit möglicher Herausforderungen beim Einsatz ge-
nerativer KI in der Hochschulkommunikation zeigen ein deutlich fokussiertes Risikopro-
fil. Mit Datenschutz (M = 4,4; SD = 0,9; 81 % >3) und Faktentreue bzw. inhaltlicher Ver-
lässlichkeit (M = 4,3; SD = 1,0; 77 % >3) ragen zwei Aspekte klar heraus. Beide werden von 
einer großen Mehrheit als stark bedeutsam eingestuft und markieren die zentralen Hür-
den im professionellen Umgang mit KI. Auch ethische Fragen folgen mit spürbar hoher 
Relevanz (M = 3,8; SD = 1,0; 61 % >3). 

Ein mittleres Gewicht erhalten Kompetenz- und Nutzungsfragen: Die optimale Bedienung 
der Tools (M = 3,3; SD = 1,1; 52 % >3) sowie die mangelnde Anpassungsfähigkeit generier-
ter Inhalte (M = 3,3; SD = 1,1; 45 % >3) werden von rund der Hälfte der Befragten als be-
deutsam wahrgenommen. Demgegenüber zeigen fehlende Weiterbildungsmöglichkeiten 
(M = 3,0; SD = 1,3; 35 % >3), technische Probleme (M = 2,7; SD = 1,2; 23 % >3) und be-
grenzte interne Akzeptanz (M = 2,8; SD = 1,3; 27 % >3) eine deutlich geringere Relevanz. 

Insgesamt bestätigt sich ein klares Muster: Die wesentlichen Hemmnisse liegen weniger 
in technischen Barrieren, sondern primär in Fragen der Verantwortung, Qualitätssiche-
rung und regelkonformen Anwendung generativer KI. 

Übersicht 17: Bedeutsamkeit spezifischer Herausforderungen bei der Nutzung generativer 
KI-Tools (Skala 1–5) 

Merkmal Mittelwert Standard-Abw. Anteil Werte >3 Gültige N 

Technische Probleme 2,7 1,2 23 44 

Schwierigkeiten bei der optimalen  
Nutzung der Tools 

3,3 1,1 52 48 

Mangelnde Personalisierung oder  
Anpassungsfähigkeit 

3,3 1,1 45 44 

Faktentreue und Verlässlichkeit 4,3 1,0 77 53 

Datenschutzbedenken 4,4 0,9 81 54 

Ethische Bedenken 3,8 1,0 61 54 

Fehlende Weiterbildungsmöglichkeiten 3,0 1,3 35 46 

Akzeptanz innerhalb der Hochschule 2,8 1,3 27 45 

Quelle: Erhebung unter Pressestellen deutscher Hochschulen (Oktober 2025). Antwortoptionen entlang einer Likert-Skala 

von 1 „völlig unbedeutend“ bis 5 „sehr bedeutend“.  Frage: „Welche Herausforderungen oder Schwierigkeiten sind aktuell 

für Sie bzw. für Ihre Abteilung bei der Nutzung von generativen KI-Tools in der Öffentlichkeitsarbeit von Bedeutung?“ 

Ein Vergleich der Ergebnisse von 2023 bis 2025 zeigt deutliche Zunahmen bei daten-
schutz- und qualitätsbezogenen Herausforderungen. Datenschutzbedenken gelten 2025 
für 81 % der Hochschulen als bedeutsam, nach 52 % (2023) und 68 % (2024). Auch Fak-
tentreue und Verlässlichkeit steigt weiter an, mit 77 % (2025) gegenüber 72 % (2024). 
Ethische Bedenken werden zunehmend wahrgenommen (61 % in 2025 gegenüber 42 % 
in 2023). 
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Moderate, aber wachsende Bedeutung haben Schwierigkeiten bei der optimalen Nutzung 
(52 % in 2025) und mangelnde Personalisierung (45 %). Andere Aspekte wie fehlende 
Weiterbildungsmöglichkeiten, technische Probleme oder die Akzeptanz innerhalb der 
Hochschule bleiben vergleichsweise weniger relevant und zeigen nur geringe Verände-
rungen über die Jahre. Insgesamt zeigt der Trend, dass insbesondere Datenschutz, Fak-
tentreue und ethische Fragen zunehmend als zentrale Herausforderungen für die Nut-
zung generativer KI wahrgenommen werden. 

Übersicht 18: Entwicklung der Bedeutsamkeit spezifischer Herausforderungen (2023–2025) 

Quelle: Erhebungen unter Pressestellen deutscher Hochschulen (2023, 2024, 2025; Querschnittserhebungen). 

3.3.3. Budget für die Nutzung von KI-Tools 

Die Angaben zum zur Verfügung stehenden Budget für generative KI zeigen, dass die 
meisten Hochschulkommunikationsabteilungen nur über sehr begrenzte finanzielle Mit-
tel verfügen. Rund 29 Prozent geben an, maximal 50 Euro pro Monat einsetzen zu können, 
weitere 21 Prozent liegen im Bereich 50–150 Euro. Nur 10 Prozent verfügen über 150 bis  

Übersicht 19: Monatlich aufgewendetes Budget für die Nutzung generativer KI-Tools 

Quelle: Erhebung unter Pressestellen deutscher Hochschulen (Mai 2024). N=42. Frage: „Wie hoch ist in etwa das monatli-

che Budget Ihrer Abteilung für die Nutzung der oben genannten KI-Dienste (Abonnements, Lizenzen, API-Gebühren)?“ 
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500 Euro, und Beträge oberhalb von 500 Euro bleiben mit jeweils 2,4 Prozent absolute 
Ausnahmen. Besonders auffällig ist der hohe Anteil derjenigen, die keine Angabe machen 
können oder über keine Transparenz zum Budget verfügen (36 %). 

Insgesamt zeigt sich damit ein sehr restriktives finanzielle Setting: Die Mehrheit der Hoch-
schulen operiert mit Minimalbudgets, während nennenswerte Investitionen in KI-Infra-
struktur, Fachlizenzen oder systematische Implementierung kaum realisierbar erschei-
nen. Dies dürfte den professionellen und strategischen Einsatz generativer KI erheblich 
begrenzen. 

Die Entwicklung der monatlich verfügbaren Budgets für KI-Dienste zeigt von 2023 bis 
2025 weiterhin sehr begrenzte finanziellen Spielräume, allerdings mit deutlichen Ver-
schiebungen in der Budgetverteilung. Der Anteil der Hochschulen mit einem Budget von 
bis zu 50 Euro sinkt von 44 Prozent (2023) über 40 Prozent (2024) auf 29 Prozent (2025). 
Auch der Bereich 50 bis 150 Euro erreicht 2025 nur noch 21 Prozent nach einem Zwi-
schenhoch von 37 Prozent im Vorjahr. Die Gruppe mit 150–500 Euro bleibt stabil bei 10 
% (2024/2025), nachdem sie 2023 nur 5 % betrug. 

Höhere Budgets bleiben weiterhin selten: 500–1.000 Euro erreichen 2025 lediglich zwei 
Prozent, ebenso Budgets über 1.000 Euro. Auffällig ist dagegen der sprunghafte Anstieg 
derjenigen, die keine konkrete Auskunft zum Budget geben können – von 13 Prozent 
(2024) auf 36 Prozent (2025). Insgesamt deutet der Trend nicht auf wachsende Investiti-
onen hin, sondern vielmehr auf anhaltend niedrige Budgets und eine zunehmende In-
transparenz oder Unsicherheit hinsichtlich der verfügbaren Mittel für generative KI in der 
Hochschulkommunikation. 

Übersicht 20: Entwicklung des monatlich aufgewendeten Budgets (2023–2025) 

 

Quelle: Erhebungen unter Pressestellen deutscher Hochschulen (2023, 2024, 2025; Querschnittserhebungen). 

3.4. Strategische Integration 

3.4.1. Generative KI in hochschulinternen Debatten 

Die Pressestellenleitungen wurden danach gefragt, welche Rolle generative KI-Tools wie 
ChatGPT aktuell in internen Diskussionen, Entscheidungsprozessen und Entwicklungen 
an ihrer Hochschule spielen (Übersicht 21). Die Daten zeigen ein differenziertes Bild zur 
institutionellen Einbindung dieser Technologien. Die Ergebnisse zeigen eine deutliche or-
ganisatorische Auseinandersetzung mit generativer KI auf Hochschulebene, allerdings 
ohne klare strategische Rahmung. Besonders häufig wird über KI in Gremien diskutiert 
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(67 % Zustimmung) und AGs/Komitees eingerichtet (67 %). Schulungen sind ebenfalls 
weit verbreitet (73 %). Dagegen besteht seltener ein eigener KI-Chatbot (42 %) oder eine 
strategische Initiative (35 %). Auch formelle Richtlinien sind nur bei gut der Hälfte vorhan-
den (53 %). Gleichzeitig sagen 21 Prozent, dass generative KI kein zentrales Thema ihrer 
Hochschule sei – ein Hinweis auf eher operative als strategische Verankerung. 

In den Kommunikationsabteilungen zeigt sich ein gemischtes Bild: Regelmäßige Refle-
xion (54 %) und spezielle Schulungen (62 %) sind verbreitet, während konkrete Re-
geln/Leitlinien deutlich seltener existieren (27 %). Auffällig ist, dass 69 Prozent angeben, 
generative KI werde in ihrer Abteilung vermutlich stärker genutzt, als offiziell thematisiert. 
Das deutet auf informelle Nutzungspraxen und geringe institutionelle Normierung hin. 
Der Befund ist insofern besonders aufschlussreich, als er auf Formen einer „Schatten-
KI“ verweist: KI-Tools werden offenbar über private Accounts eingesetzt, um Inhalte zu 
erzeugen oder zu bearbeiten – vermutlich, weil dienstliche Zugänge fehlen oder noch 
nicht offiziell freigegeben sind. 

Übersicht 21: Rolle generativer KI in internen Diskussionen und Entwicklungen der Hochschule 

Quelle: Erhebung unter Pressestellen deutscher Hochschulen (Oktober 2025). N=54. Frage: „Welche Rolle spielen generative KI-Tools wie 

ChatGPT in den internen Diskussionen und Entwicklungen Ihrer Hochschule?“ 

Ein Vergleich der Ergebnisse von 2023 bis 2025 zeigt einen deutlichen Zuwachs an Aktivi-
täten und Angeboten rund um KI (Übersicht 22). So ist der Anteil der Hochschulen mit 
eigenem KI-Chatbot von 14 Prozent (2024) auf 42 Prozent (2025) gestiegen. Regelmäßige 
Diskussionen in Gremien und Kommissionen nehmen von 52 Prozent (2023) über 53 Pro-
zent (2024) auf 67 Prozent (2025) zu. Ähnlich zeigt sich der Ausbau von KI-Arbeitsgruppen, 
die von 27 Prozent (2023) auf 67 Prozent (2025) steigen, und formelle Richtlinien, die von 
fünf Prozent auf 53 Prozent anwachsen. Auch Weiterbildungsangebote entwickeln sich 
stark: von 16 Prozent (2023) auf 73 Prozent (2025). Strategische Initiativen bleiben zu-
rückhaltender, steigen jedoch von 2 Prozent auf 35 Prozent. Parallel nimmt die Aussage, 
dass KI kein zentrales Hochschulthema sei, von 30 Prozent (2023) auf 21 Prozent (2025) 
ab. Insgesamt zeigen die Daten eine deutliche Intensivierung und Professionalisierung 
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der KI-Einbindung, insbesondere in operativen und organisatorischen Bereichen, wäh-
rend strategische Verankerung weiterhin zurückhaltend erfolgt. 

Übersicht 22: Entwicklung der Rolle generativer KI in internen Diskussionen und 
Entwicklungen (2023–2025) 

Quelle: Erhebungen unter Pressestellen deutscher Hochschulen (2023, 2024, 2025; Querschnittserhebungen). 

3.4.2. Beitrag generativer KI zu Entwicklungen in der Hochschulkommunikation  

Ferner waren für Befragung der Pressestellen Auswirkungen auf Kommunikationsstrate-
gie oder -praktiken von Interesse (Übersicht 23). Keines der abgefragten Items erreicht 
hier einen Mittelwert über 3, sodass die Hochschulen insgesamt zurückhaltend bleiben. 
Am stärksten wird noch eine Intensivierung der Kommunikationsaktivitäten gesehen (M = 
2,9; SD = 1,3; 41 % stimmen zu), etwa durch schnellere Reaktionen auf Trends und ge-
steigerte Sichtbarkeit. Auch eine Professionalisierung der Arbeit wird leicht positiver be-
wertet (M = 2,9; SD = 1,1; 28 %), etwa durch höhere Qualitätsstandards und spezialisierte 
Kompetenzen. 

Übersicht 23: Auswirkungen auf Kommunikationsstrategie oder -praktiken (Skala 1–5) 

Merkmal Mittelwert Standard-Abw. Anteil Werte >3 N 

Professionalisierung der Kommunikationsarbeit  
(höhere Qualitätsstandards, spezialisierte  
Kompetenzen, professionelleres Auftreten) 

2,9 1,1 28 46 

Diversifizierung von Zielgruppen und Kanälen  
(neue Zielgruppen, vielfältigere Formate,  
personalisierte Inhalte) 

2,6 1,2 21 43 

Strategische Ausrichtung der Kommunikation  
(datenbasierte Planung, Anbindung an  
Hochschulstrategie, Reputationsmanagement) 

2,3 1,1 12 42 

Intensivierung der Hochschulkommunikation  
(Wettbewerbsfähigkeit, Sichtbarkeit, schnelle  
Reaktion auf Trends) 

2,9 1,3 41 44 

Quelle: Erhebung unter Pressestellen deutscher Hochschulen (Oktober 2025). Antwortoptionen entlang einer Likert-Skala von 1 „trifft gar 

nicht zu“ bis 5 „trifft voll zu“. Frage: „Inwiefern trägt generative KI zu folgenden Entwicklungen in Ihrer Hochschulkommunikation bei?“ 
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Deutlich geringer fallen die Einschätzungen zu einer Diversifizierung von Zielgruppen und 
Kanälen (M = 2,6; SD = 1,2; 21 %) sowie zur strategischen Relevanz von generativer KI aus 
(M = 2,3; SD = 1,1; 12 %). Dies verdeutlicht, dass KI vor allem als operatives Instrument 
gesehen wird, während ihr Beitrag zur strategischen Steuerung, datenbasierten Planung 
und langfristigen Hochschulpositionierung von den Befragten bislang zurückhaltend be-
wertet wird. 

3.4.3. Einschätzungen zur Hochschulkommunikation in den nächsten zwei Jahren  

Die offenen Antworten zum weiteren Ausblick (n=22) zeigen ein vielschichtiges und ins-
gesamt recht dynamisches Bild: Für die kommenden ein bis zwei Jahre wird von vielen 
der Befragten erwartet, dass die Rolle und Nutzung generativer KI in der Hochschulkom-
munikation sich noch einmal deutlich verändert. Die Einschätzungen reichen von vor-
sichtig optimistisch bis deutlich skeptisch. Besonders häufig (n=13) werde betont, dass 
KI kurzfristig vor allem zur Effizienzsteigerung in redaktionellen Routinen beitragen dürfte 
– etwa beim Zusammenfassen, Überarbeiten von Texten oder der schnellen Anpassung 
für verschiedene Kanäle. Man würde noch mehr Zeit einsparen bzw. „mehr in weniger zur 
Verfügung stehender Zeit bearbeiten“.  In der gestiegenen Effizienz läge die Chance, Frei-
räume für anspruchsvollere Aufgaben zu schaffen: 

„KI hauptsächlich weiter zur Arbeitserleichterung dienen, z.B. durch Zusammenfassen 
mehrerer und/oder langer bzw. komplexer Quellen, sprachliche Anhebung eingereichter 
Materialien sowie Kürzen/Ändern von fertigen Pressetexten für andere Kanäle/Formate. 
Das schafft Räume für professionelle Kommunikation.“ (Zitat Pressestellenleitung) 

Mehrere Beiträge (n=6) gehen davon aus, dass die Content-Produktion, insbesondere bei 
Pressemeldungen und der Vermittlung von Expert.innen, zunehmen könnte. Zudem wur-
de darauf hingewiesen, dass dies nur mit besserer Datenlage und höherer Tool-Zuverläs-
sigkeit sinnvoll sei. Die Möglichkeit, Inhalte stärker zu personalisieren und zum richtigen 
Zeitpunkt auszuspielen, wurde mehrfach als strategischer Vorteil genannt. Besonders 
die rasante Entwicklung der Bildgenerierung wurde als „Türöffner für neue Formate“ ge-
sehen. 

Ein zentrales Thema sei die Veränderung von Rollen und Kompetenzen (n=9): Viele erwar-
teten, dass klassische Aufgaben wie Schreiben und Recherche abnehmen, während 
Qualitätssicherung, redaktionelle Steuerung und institutionelle Tonalität wichtiger wür-
den. Neue, spezialisierte Tätigkeiten könnten entstehen – z.B. für Prompt-Engineering, 
das Training von Modellen oder die Quellenprüfung. In mehreren Rückmeldungen werde 
diskutiert, wie sich diese Veränderungen auf die Ausbildung, insbesondere von Volon-
tär.innen, auswirken könnten; man werde „Weniger Ersteller.innen, mehr Kontrolleur.in-
nen“ von Inhalten. 

Strategische Potenziale würden vielfach gesehen (n=7): KI könne die thematische Pla-
nung und die Analyse komplexer Kommunikationslagen unterstützen. Einzelne sprechen 
von einer Weiterentwicklung klassischer SEO-Logiken hin zu „LLMO“ (LLM-Optimierung) 
und modellbasierten Auffindbarkeitsstrategien. Voraussetzung dafür seien jedoch konti-
nuierliche Weiterbildung und klare Regeln sowie Kompetenzaufbau in den Hochschulen. 

Aus vielen der Antworten lässt sich eine Ambivalenz der Erwartungen herauslesen (n=11): 
Während einige eine Entlastung und präzisere Prozesse erwarteten, befürchteten andere 
steigenden Arbeitsdruck, weil Effizienzgewinne zu höheren Erwartungen führen könnten. 
Die Zukunft der Teamstrukturen werde unterschiedlich eingeschätzt – von „kleiner, aber 
spezialisierter“ bis „keine Einsparungen möglich, da Ressourcen ohnehin knapp“. Wie-
derholt wurde auf das Risiko hingewiesen, dass Kreativität, Austausch und kritisches 
Denken durch KI-Nutzung abnehmen könnten – mit Folgen für die langfristige Qualität der 
Kommunikation: 
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„Nachlassen menschlicher Kreativität und damit Nachlassen eigener Denkprozesse, we-
niger Hinterfragen, Verlernen eigenständigen Denkens und in Folge Handelns“ (Zitat Pres-
sestellenleitung) 

Organisatorische und technische Rahmenbedingungen würden häufig als limitierende 
Faktoren genannt (n=8): Datenschutzprobleme bremsten die Nutzung externer Tools, in-
terne KI-Infrastrukturen gälten als weniger leistungsfähig. Es bestehe Anpassungsbedarf 
bei Infrastruktur, Workflows und Datenhaltung, um KI sinnvoll integrieren zu können. 

Viele Befragte beschrieben, dass KI aktuell eher individuell als strukturell genutzt werde, 
weshalb die Auswirkungen schwer einzuschätzen seien. Trotz aller technologischen Er-
wartungen bleibe ein Leitmotiv klar: Die kommunikative Identität einer Hochschule lasse 
sich nicht durch KI allein erzeugen oder sichern. Der menschliche Faktor – Kreativität, 
Urteilsfähigkeit, Beziehungsarbeit und Vertrauen – bleibe zentral, auch wenn sich die Zu-
sammenarbeit zwischen Mensch und Maschine verändere. 

Die Antworten zeichnen das Bild eines Kommunikationsfeldes im Wandel: Automatisie-
rung von Routinen, Verschiebung von Rollen, Professionalisierung der Qualitätsprozes-
se, neue strategische Optionen und wachsende Anforderungen an Kompetenzen und Inf-
rastruktur. Trotz aller Effizienzgewinne bleibe die Verantwortung für Qualität, Identität 
und Glaubwürdigkeit beim Menschen – auch in einem zunehmend KI-gestützten Arbeits-
umfeld. 



44 Henke | Begenat 

 

4. Diskussion und Fazit 

4.1. Diskussion der Befunde 

Die dritte Welle der HochKI-Befragung dokumentiert den Übergang von einer experimen-
tellen Phase (2023) über eine pragmatische Konsolidierung (2024) hin zu einer strukturel-
len Verankerung generativer KI in der deutschen Hochschulkommunikation (2025). Wäh-
rend die operative Nutzung hier zwar bereits eine bemerkenswerte Dynamik zeigt, bleibt 
die strategische Integration aktuell noch deutlich hinter den im Forschungsstand formu-
lierten Potenzialen und Anforderungen zurück. Im Folgenden werden fünf zentrale Be-
obachtungen diskutiert, die sich aus dem Querabgleich der Erhebungswellen und der 
Einordnung in den aktuellen Forschungsdiskurs ergeben. 

Operative Taktik statt kommunikativer Strategie 

Ein besonders prägnantes Muster in den Befunden ist das Gefälle zwischen operativer 
und strategischer Nutzung. Während KI intensiv für „Stil und Tonalität“ eingesetzt wird 
(42 Prozent mindestens monatlich), bleibt ihr Potenzial für analytische und steuernde 
Aufgaben weitgehend unerschlossen: Lediglich fünf Prozent nutzen KI regelmäßig für 
Zielgruppenanalysen, null Prozent monatlich für die Kommunikationszieldefinition, und 
nur drei Prozent für Wirkungsanalysen. Dieser Befund ist bemerkenswert, da gerade die 
strategischen Phasen der Kommunikationsplanung – entsprechend dem hier eingeführ-
ten KIWI-Modell – erhebliches KI-Potenzial aufweisen (vgl. Könneker 2017; Brandt-Bohne 
2021). 

Die strategische Lücke korrespondiert mit den von Kessler et al. (2025) identifizierten For-
schungslücken: Die Literatur konzentriert sich bislang überwiegend auf die Kommunika-
tion über KI, während die systemischen Auswirkungen auf Kommunikationsökosysteme 
untererforscht bleiben. Die HochKI-Daten zeigen, dass diese Lücke auch in der Praxis be-
steht: Nur 12 Prozent der Befragten sehen einen Beitrag generativer KI zur strategischen 
Ausrichtung ihrer Kommunikation, und nur 35 Prozent der Hochschulen haben strategi-
sche KI-Initiativen definiert. 

Etablierung der KI-Assistenz bei gleichzeitig geringer Automatisierung 

Die Befunde bestätigen eindrücklich das von Hendriks et al. (2025) entwickelte Rollen-
modell, wonach generative KI primär als Assistent und Facilitator fungiert. Mit einer re-
gelmäßigen Nutzung von 84 Prozent bei der Textgenerierung – gegenüber 22 Prozent bzw. 
73 Prozent im Jahr 2023 – und 83 Prozent bei Übersetzungs- und Sprachkorrekturtools 
haben sich KI-Anwendungen als unverzichtbare Helfer für redaktionelle Routineaufgaben 
etabliert. Diese Entwicklung entspricht der allgemeinen Diffusionslogik neuer Technolo-
gien, die zunächst bestehende Praktiken effizienter gestalten, bevor sie transformative 
Wirkung entfalten (Davis 1989; Venkatesh et al. 2012). 

Auffällig ist jedoch die klare Grenze dieser Etablierung: Die Automatisierung mittels KI-
Agenten steckt mit nur sechs Prozent Verbreitung noch in den Kinderschuhen, während 
73 Prozent der befragten Abteilungen keinerlei KI-gestützte Workflow-Automatisierungen 
nutzen. Dies widerspricht zwar nicht den Befunden von Kim et al. (2025), die eine zuneh-
mende Integration in akademische Workflows zeigen, markiert aber eine spezifische Ver-
zögerung im Kommunikationsbereich. Die Hochschulkommunikation nutzt KI derzeit vor 
allem, um schneller zu produzieren – nicht jedoch, um Prozesse grundlegend zu reorga-
nisieren. 
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Datenschutz, Faktentreue und ethische Bedenken bremsen tiefere Integration 

Die größte Barriere für eine tiefere KI-Integration ist nicht technischer, sondern regulato-
rischer und normativer Natur. Mit 81 Prozent (2025) gegenüber 52 Prozent (2023) haben 
sich Datenschutzbedenken zur dominanten Herausforderung entwickelt. Parallel stiegen 
ethische Bedenken von 42 auf 61 Prozent. Dieser Befund bestätigt die von Silva Luna et 
al. (2025) formulierten Qualitätsprinzipien, die „ethische Responsivität“ und „Governan-
ce“ als zentrale Dimensionen für KI-gestützte Wissenschaftskommunikation hervorhe-
ben. Zugleich ist anzunehmen, dass mit dem Grad der Intensivierung fortschrittlicher An-
wendungsfälle, etwa agentischer Workflow, auch die technischen Herausforderungen 
zunehmen.  

Die praktischen Implikationen sind erheblich: Die Kommunikator.innen befinden sich in 
einer permanenten „Human-in-the-Loop“-Kontrollhaltung, die zwar den von Hendriks et 
al. (2025) geforderten „Good Working Habits“ entspricht, jedoch Effizienzgewinne teil-
weise wieder aufzehrt. Die moderate Gesamtzufriedenheit (M=3,2 auf einer 5er-Skala) 
spiegelt wider, wie der notwendige Kontrollaufwand den operativen Nutzen relativiert. 
Hier zeigt sich auch, dass die KI-Werkzeuge offenbar immer noch nicht, oder noch hinrei-
chend umstandslos, die Qualitätsversprechen einlösen, die mit ihnen verbunden wer-
den.  

Besonders relevant erscheint in diesem Zusammenhang auch das von Toff und Simon 
(2025) sowie Schilke und Reimann (2025) beschriebene Transparenzdilemma: Die Offen-
legung des KI-Einsatzes kann das Vertrauen gefährden, das sie eigentlich stärken soll. 
Die HochKI-Daten zeigen eine indirekte Bestätigung dieses Dilemmas: 69 Prozent der Be-
fragten geben an, dass generative KI in ihrer Abteilung vermutlich stärker genutzt wird, als 
offiziell thematisiert – ein Hinweis auf „Schatten-KI“ und informelle Nutzungspraxen jen-
seits institutioneller Regelungen. 

Organisationskultur als Adaptionsfaktor 

Die Diffusion generativer KI verläuft nicht uniform über die deutsche Hochschulland-
schaft. Private Hochschulen weisen durchweg höhere Nutzungsraten auf als staatliche 
Einrichtungen – besonders ausgeprägt bei der Dokumentenauswertung (67 gegenüber 36 
Prozent) und Bildgenerierung (67 gegenüber 23 Prozent). Umgekehrt zeigen künstlerische 
Hochschulen mit 63 Prozent regelmäßiger Textgenerierung (versus 94 Prozent an Univer-
sitäten) die größte Zurückhaltung. 

Diese Befunde entsprechen den von Wolfe et al. (2025) identifizierten demografischen 
und organisatorischen Faktoren, die subtile Unterschiede in der KI-Wahrnehmung und -
Nutzung bewirken. Sie legen nahe, dass die Adaptionsgeschwindigkeit weniger von der 
Verfügbarkeit der Technologie abhängt als vielmehr von der jeweiligen Organisationskul-
tur, den administrativen Freiräumen und den spezifischen Anforderungen unterschiedli-
cher Hochschultypen. Für künstlerische Hochschulen mag die Sorge um Authentizität 
und kreative Eigenständigkeit – ein in den qualitativen Daten häufig genanntes Risiko – 
besonders virulent sein. 

Institutionelle Ambivalenz der Integration  

Die Zeitreihenanalyse 2023–2025 dokumentiert einen bemerkenswerten institutionellen 
Entwicklungsprozess. Der Anteil der Hochschulen mit eigenem KI-Chatbot stieg von 14 
auf 42 Prozent, formelle Richtlinien von fünf auf 53 Prozent, Schulungsangebote von 16 
auf 73 Prozent. Diese Zahlen zeigen, dass das Thema KI auf der hochschulpolitischen 
Agenda angekommen ist, entsprechend den Empfehlungen der Taskforce #FactoryWiss-
komm (2025), institutionelle Rahmenbedingungen zu schaffen. 

Gleichzeitig offenbart sich eine charakteristische Ambivalenz: Hohe Aufmerksamkeit 
steht neben niedriger strategischer Verankerung. Die Budgets für KI-Dienste bleiben mi-
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nimal (50 Prozent unter 150 Euro monatlich), während 36 Prozent der Befragten keine An-
gaben zum Budget machen können – ein Hinweis auf fehlende Transparenz oder struktu-
relle Nichtberücksichtigung. Die qualitative Selbsteinschätzung der Befragten bringt die-
se Ambivalenz auf den Punkt: Man erwartet, dass KI primär zur „Arbeitserleichterung“ 
dient und Kommunikator.innen von „Ersteller.innen“ zu „Kontrolleur.innen“ werden, ver-
bunden mit Bedenken, dass „eigenständiges Denken“ und „menschliche Kreativität“ ab-
nehmen könnten. 

Die Hochschulkommunikation hat die Stufe der individuellen Nutzung erfolgreich ge-
meistert, steht aber vor der schwierigeren Stufe der systematischen Integration. Der 
Schritt von der individuellen Arbeitserleichterung hin zu automatisierten Workflows und 
datengestützter Strategiearbeit wird durch das Zusammenspiel aus Sicherheitsbeden-
ken, begrenzten Budgets und fehlender strategischer Rahmung derzeit verlangsamt. 

4.2. Fazit und Ausblick 

Die Hochschulkommunikation hat die Stufe der individuellen KI-Nutzung erfolgreich ge-
meistert, steht aber vor der schwierigeren Stufe der systematischen Integration. Der 
Schritt von der individuellen Arbeitserleichterung hin zu automatisierten Workflows und 
datengestützter Strategiearbeit wird durch das Zusammenspiel aus Sicherheitsbeden-
ken, begrenzten Budgets und fehlender strategischer Rahmung derzeit verlangsamt. Die 
Befunde offenbaren dabei ein Muster, das als „regulierter Wildwuchs“ bezeichnet wer-
den kann: Einerseits existieren in 53 Prozent der Hochschulen formelle Richtlinien, ande-
rerseits geben 69 Prozent der Befragten an, dass KI vermutlich stärker genutzt wird als 
offiziell thematisiert. Diese „Schatten-KI“ – informelle Nutzung über private Accounts – 
entsteht, wenn hohe Datenschutzbedenken und ethische Vorbehalte als institutionelle 
Bremsklötze wirken, während geringe Budgets keine professionellen Lizenzen ermögli-
chen. Das Ausweichen auf kostenfreie Tools unterläuft die institutionelle Kontrolle und 
konterkariert die von Silva Luna et al. (2025) geforderten Governance-Strukturen. 

Die strategische Nutzung von KI bleibt ferner ein blinder Fleck, der auch von den Befrag-
ten selbst erkannt wird. Insbesondere die von Volk (2024) und Banse et al. (2024) gefor-
derte Stärkung der Wirkungsanalyse – obwohl gerade hier erhebliche KI-Potenziale für 
automatisierte Evaluationen bestehen – erscheint als zentrale Entwicklungsaufgabe. An-
gesichts der transformativen Bedeutung generativer KI wirken monatliche Budgets von 
mehrheitlich unter 150 Euro nicht mehr angemessen; hier sind politische Anreize und 
Förderungen zu erwägen, etwa durch zentrale Landeslizenzen oder Modellprojekte.  

Die qualitativen Befunde zeichnen das Bild eines beginnenden Rollenwandels: Kommu-
nikator.innen werden künftig sehr wahrscheinlich weniger als Ersteller.innen, sondern 
als Kontrolleur.innen und Kurator.innen agieren. Dieser Wandel ist jedoch erst vollstän-
dig möglich, wenn für alle Phasen der Kommunikationsplanung passfähige, verzahnte KI-
Unterstützung etabliert ist – solange die strategischen Phasen KI-frei oder KI-arm bleiben, 
bleibt auch der Rollenwandel unvollständig. Hier bedarf es auch weiterer Verständigung 
im Praxisfeld, welche Art von Rollenwandel wünschenswert, unvermeidbar oder intensiv 
zu koordinieren ist.  

Methodisch hat sich die in dieser Studie eingeführte und erstmals genutzte KIWI-Matrix 
als geeignetes Messinstrument für den hiesigen Themenkontext erwiesen. Im Unter-
schied zu Technologieadaptionsframeworks wie TAM oder UTAUT rückt sie die kommu-
nikativen Aufgaben und die Formatplanung ins Zentrum, was einen realistischen Befra-
gungskontext erzeugt. Die Matrix kann über die institutionelle Hochschulkommunikation 
hinaus auch in anderen Wissenschaftskommunikationskontexten und für personenbe-
zogene Befragungen sinnvoll eingesetzt werden. 
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Mit Blick auf die operative Wissenschaftskommunikation kann die KIWI-Matrix nicht nur 
als Analysewerkzeug fungieren, sie kann vielmehr (1) auch zur Diagnostik des KI-Einsat-
zes in der Praxis von Kommunikationsabteilungen beitragen, indem sie offenlegt, welche 
Phasen bereits berücksichtigt werden und welche nicht. Darüber hinaus kann sie (2) 
handlungsleitend für die strategische Integration von generativer KI für die Organisatio-
nen werden.  

Die zentrale Herausforderung für die kommenden Jahre wird sein, den Übergang von der 
operativen zur strategischen KI-Nutzung zu gestalten. Das heißt nicht unkritische Über-
nahme neuer Workflows und Anwendungsfällen, sondern eine reflektierte Anreicherung, 
die neben den Umsetzungsmaßnahmen eine sorgfältige Abwägung der Chancen und Ri-
siken voranstellt. Damit untrennbar verknüpft, ist auch die Frage zu beantworten, wie 
Hochschulen authentisch mit und über KI kommunizieren, wenn sie selbst noch am An-
fang einer systematischen Integration stehen. Die Spannung zwischen dem Transparenz-
dilemma einerseits und der Forderung nach Offenlegung andererseits wird dabei eine 
zentrale Rolle spielen. Empfehlenswert scheint angesichts der ambivalenten Rolle gene-
rativer KI in Wissenschaft und Kommunikation jedenfalls, auch über die Veränderungen 
in der Kommunikation selbst zu kommunizieren und damit eine reflexive Praxis zu beför-
dern, die den Austausch mit Adressaten und Fachcommunity bereichert.  
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Anhang 

Ergänzende Tabellen 

Übersicht 24: Nutzung generativer KI-Tools nach Hochschulart  

Merkmal 
Mind. 1x 

tägl. 
Mind. 1x 
wöchtl. 

Mind. 1x 
mtl. 

Schon aus-
probiert 

Von  
gehört 

Kenne ich 
nicht 

N 

Universität 

Texte generieren 44 50 0 6 0 0 16 

Dokumente auswerten 13 44 6 13 25 0 16 

Bilder generieren 0 19 19 44 13 6 16 

Audios generieren  0 0 0 19 69 13 16 

Videos generieren 0 0 0 13 81 6 16 

Audios oder Videos  
transkribieren 

6 13 19 38 19 6 16 

Präsentationen oder  
Designs generieren 

0 19 6 25 44 6 16 

Übersetzung und 
Sprachkorrektur 

69 31 0 0 0 0 16 

HAW/FH 

Texte generieren 40 40 6 11 3 0 35 

Dokumente auswerten 11 14 14 17 43 0 35 

Bilder generieren 3 20 11 37 29 0 35 

Audios generieren  0 9 6 20 63 3 35 

Videos generieren 3 6 0 17 69 6 35 

Audios oder Videos  
transkribieren 

3 14 20 11 51 0 35 

Präsentationen oder  
Designs generieren 

6 6 14 31 40 3 35 

Übersetzung und 
Sprachkorrektur 

23 37 14 14 11 0 35 

Künstlerische Hochschule 

Texte generieren 13 25 25 38 0 0 8 

Dokumente auswerten 0 13 0 50 38 0 8 

Bilder generieren 0 0 13 25 63 0 8 

Audios generieren  0 0 0 0 88 13 8 

Videos generieren 0 0 0 0 88 13 8 

Audios oder Videos  
transkribieren 

0 0 13 38 38 13 8 

Präsentationen oder  
Designs generieren 

0 25 0 13 50 13 8 

Übersetzung und 
Sprachkorrektur 

38 38 13 0 13 0 8 
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Übersicht 25: Nutzung generativer KI-Tools nach Trägerschaft 

Merkmal 
Mind. 1x 

tägl. 
Mind. 1x 
wöchtl. 

Mind. 1x 
mtl. 

Schon aus-
probiert 

Von  
gehört 

Kenne ich 
nicht 

N 

staatlich 

Texte generieren 27 48 9 16 0 0 44 

Dokumente auswerten 2 23 11 27 36 0 44 

Bilder generieren 0 9 14 41 36 0 44 

Audios generieren  0 7 2 14 73 5 44 

Videos generieren 0 2 0 11 82 5 44 

Audios oder Videos 
transkribieren 

5 11 14 25 43 2 44 

Präsentationen oder 
Designs generieren 

0 11 11 27 45 5 44 

Übersetzung und 
Sprachkorrektur 

36 36 9 9 9 0 44 

privat, staatlich anerkannt 

Texte generieren 67 25 0 8 0 0 12 

Dokumente auswerten 33 25 8 0 33 0 12 

Bilder generieren 8 50 8 25 0 8 12 

Audios generieren  0 0 8 25 50 17 12 

Videos generieren 8 8 0 17 50 17 12 

Audios oder Videos 
transkribieren 

0 8 42 17 25 8 12 

Präsentationen oder 
Designs generieren 

17 8 8 33 25 8 12 

Übersetzung und 
Sprachkorrektur 

42 25 17 8 8 0 12 

 



KI in der Hochschulkommunikation 2025  55 

Übersicht 26: Nutzung generativer KI-Tools nach Größe 

Merkmal 
Mind. 1x 

tägl. 
Mind. 1x 
wöchtl. 

Mind. 1x 
mtl. 

Schon aus-
probiert 

Von ge-
hört 

Kenne ich 
nicht 

N 

< 5.000 Studierende 

Texte generieren 38 31 9 19 3 0 32 

Dokumente auswerten 13 9 9 22 47 0 32 

Bilder generieren 3 13 16 34 31 3 32 

Audios generieren  0 3 0 13 75 9 32 

Videos generieren 3 0 0 16 72 9 32 

Audios oder Videos 
transkribieren 

3 9 19 25 38 6 32 

Präsentationen oder 
Designs generieren 

3 16 9 19 47 6 32 

Übersetzung und 
Sprachkorrektur 

41 44 6 3 6 0 32 

5.000 - 15.000 Studierende 

Texte generieren 24 59 6 12 0 0 17 

Dokumente auswerten 0 29 0 41 29 0 17 

Bilder generieren 0 12 12 59 18 0 17 

Audios generieren  0 6 0 18 71 6 17 

Videos generieren 0 6 0 0 88 6 17 

Audios oder Videos 
transkribieren 

0 6 18 24 53 0 17 

Präsentationen oder 
Designs generieren 

0 6 18 41 29 6 17 

Übersetzung und 
Sprachkorrektur 

35 18 24 18 6 0 17 

> 15.000 Studierende 

Texte generieren 44 56 0 0 0 0 9 

Dokumente auswerten 22 56 22 0 0 0 9 

Bilder generieren 0 22 33 22 22 0 9 

Audios generieren  0 11 0 33 44 11 9 

Videos generieren 0 11 0 33 44 11 9 

Audios oder Videos 
transkribieren 

11 11 22 33 11 11 9 

Präsentationen oder 
Designs generieren 

11 22 11 22 33 0 9 

Übersetzung und 
Sprachkorrektur 

44 44 0 0 11 0 9 
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Fragebogen der Erhebung  

KI-Tools in der Öffentlichkeitsarbeit von Hochschulen 2025 

Willkommen zur Umfrage! 

In diesem Projekt untersuchen wir den Einsatz von generativen KI-Tools wie ChatGPT, Claude, Gemini 
u.a. in der Kommunikationsarbeit von Hochschulen. Ziel der Umfrage ist es, ein besseres Verständnis 
über den Einsatz und die Wahrnehmung dieser Technologien in der Hochschulkommunikation zu ge-
winnen. Dazu werden leitende Vertreter:innen von Kommunikationsabteilungen und Pressestellen 
deutscher Hochschulen mittels einer kurzen Online-Befragung kontaktiert und gebeten, Fragen zu 
den eingesetzten KI-Tools sowie zu konkreten Einsatzfeldern und Einschätzungen zu Nutzen und Risi-
ken zu beantworten. 

Die Ergebnisse sollen dazu beitragen, Potenziale und Herausforderungen von Künstlicher Intelligenz 
in der Öffentlichkeitsarbeit von Hochschulen zu identifizieren und Anregungen für den zukünftigen 
Einsatz dieser Technologien zu geben bzw. entsprechende Diskussionen zu informieren. 

Mehr Informationen zum Projekt finden Sie auf unser Projekthomepage hier. 

Die Beantwortung der Fragen nimmt etwa 14 Minuten in Anspruch. Sie können die Beantwortung je-
derzeit unterbrechen und mit dem zugesandten Link später fortsetzen. 

Hinweis zum Datenschutz: Die Erhebung und Nutzung der Daten erfolgen ausschließlich für wissen-
schaftliche Zwecke. Die Daten werden innerhalb der Auswertung nicht mit einrichtungs- oder perso-
nenbezogenen Daten verknüpft. Die Auswertung erfolgt anonymisiert und ausschließlich entlang ag-
gregierter Merkmale wie Hochschultyp, -größe oder Fächerschwerpunkt. Sie können Ihre Einwilligung 
zur Teilnahme jederzeit widerrufen und die Löschung Ihrer Angaben veranlassen. Richten Sie Ihre An-
frage dafür an Dr. Justus Henke justus.henke@hof.uni-halle.de. Die ausführliche Datenschutzerklä-
rung zu dieser Umfrage können sie hier einsehen. 

Erfahrungen mit generativen KI-Tools in der Hochschulkommunikation 

Welche dieser KI-gestützten Werkzeuge nutzen Sie bzw. Ihre Abteilung für die Kommunikations- und Öffentlichkeitsar-
beit Ihrer Hochschule? Wählen Sie jeweils die Option, die am besten passt. Bitte wählen Sie die zutreffende Antwort
für jeden Punkt aus: 
 Mind. 1x  

täglich genutzt 
Mind. 1x die 

Woche genutzt 
Mind. 1x im Mo-

nat genutzt 

Haben wir  
bereits  

ausprobiert 

Von gehört, 
aber noch  

nicht genutzt 

Ich kenne  
keinen dieser 

Dienste 

Texte generieren 
 (ChatGPT / Claude / Gemini / 

andere) 

      

Dokumente auswerten, z.B. 
PDFs  

(ChatGPT / Claude / Gemini / 
andere) 

      

Bilder generieren  
(Midjourney / Dall-E / Stable 

Diffusion / andere) 

      

Audios generieren  
(Narakeet / Audyo / Descript / 

andere) 

      

Videos generieren  
(Synthesia / Runway / HeyGen 

/ andere) 

      

Audios oder Videos  
transkribieren  

(noScribe / Otter / andere) 

      

Präsentationen oder Designs 
generieren (Microsoft Designer 

/ Canva AI / 
Andere) 
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KI-gestützte Übersetzung und 
Sprachkorrektur (DeepL / 

DeepL Write / Grammarly / an-
dere) 

      

 

Nutzen Sie bzw. Ihre Abteilung KI-Agenten oder KI-gestützte Workflow-Automatisierungen in Ihrer Kommunikationsar-
beit? KI-Agenten können komplexere Arbeitsabläufe selbstständig durchführen und verschiedene Tools verbinden, wie 
z.B. Microsoft Copilot for Business, AutoGPT, oder eigene Automatisierun-gen mit ChatGPT/Claude in Kombination mit 
Zapier, Python oder anderen Werkzeugen. 
Bitte wählen Sie die zutreffende Antworte aus: 

 Nein, wir nutzen keine KI-Agenten oder Workflow-Automatisierungen 

 Wir experimentieren damit, haben aber noch keine regelmäßige Nutzung 

 Ja, wir nutzen einfache KI-Agenten für einzelne Aufgaben 

 Ja, wir nutzen fortgeschrittene KI-Agenten für komplexere Workflows 

 Ich weiß es nicht / wir kennen solche Dienste für unseren Arbeitsbereich noch nicht. 

 

Falls Sie bzw. Ihre Abteilung KI-Agenten oder Workflow-Automatisierungen nutzen, beschreiben Sie bitte kurz für wel-
che Aufgaben und welche Tools Sie dabei kombinieren:  

Bitte geben Sie Ihre Antwort hier ein: 

 
 
 
 
 

 

Bitte nennen Sie die generativen KI-Tools, die Sie bzw. Ihre Abteilung für Ihre Arbeit besonders relevant finden und wofür
Sie diese nutzen. Es dürfen auch bisher nicht erwähnte sein  

Bitte geben Sie Ihre Antwort hier ein: 

 
 
 
 
 

Ihre Antworten am besten wie folgt formatieren: 

Tool: Anwendungsfall in Stichworten 

KI-Einsatz entlang der Formatplanung (KIWI-Matrix) 

Im Folgenden möchten wir detaillierter erfassen, in welchen Phasen der Kommunikationsplanung Sie bzw. Ihre 
Abteilung KI-Tools einsetzen. Die KIWI-Matrix (KI in der Wissenschaftskommunikation) differenziert den Einsatz hierfür 
entlang der Stufen der Formatplanung. 

 

In welchen Phasen der Kommunikationsplanung und -umsetzung setzen Sie bzw. Ihre Abteilung KI-Tools ein? 

 

a) Themenplanung und -recherche 

KI-Einsatz für... Setzen wir 
mind. 1x im 
Monat ein 

Setzen wir ge-
legentlich ein 

Der Einsatz ist 
in Planung 

Setzen wir 
nicht ein 

Weiß nicht 

Identifikation relevanter Themen      

Recherche zu aktuellen Entwicklungen      

Analyse von Forschungstrends      

Monitoring relevanter Diskurse      

Andere, und zwar…      
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b) Zielgruppenanalyse 

KI-Einsatz für... Setzen wir 
mind. 1x im 
Monat ein 

Setzen wir ge-
legentlich ein 

Der Einsatz ist 
in Planung 

Setzen wir 
nicht ein 

Weiß nicht 

Analyse von Zielgruppeninteressen      

Segmentierung von Zielgruppen      

Personalisierung von Inhalten      

Vorhersage von Nutzerpräferenzen      

Andere, und zwar…      

 

c) Kommunikationszieldefinition 

KI-Einsatz für... Setzen wir 
mind. 1x im 
Monat ein 

Setzen wir ge-
legentlich ein 

Der Einsatz ist 
in Planung 

Setzen wir 
nicht ein 

Weiß nicht 

Formulierung von Kommunikationszielen      

Zieldefinition für unterschiedliche Kanäle      

Definition von KPI/Kriterien der Zielerreichung      

Entwicklung von Monitoring-Instrumenten für 
Zielerreichung 

     

Andere, und zwar…      

 

d) Medium-/Formatauswahl und -gestaltung 

KI-Einsatz für... Setzen wir 
mind. 1x im 
Monat ein 

Setzen wir ge-
legentlich ein 

Der Einsatz ist 
in Planung 

Setzen wir 
nicht ein 

Weiß nicht 

Auswahl geeigneter Medienformate      

Erstellung von Texten      

Generierung von Bildern/Grafiken      

Produktion von Audio-/Videoinhalten      

Gestaltung von Präsentationen/Designs      

Andere, und zwar…      

 

e) Stil und Tonalität 

KI-Einsatz für... Setzen wir 
mind. 1x im 
Monat ein 

Setzen wir ge-
legentlich ein 

Der Einsatz ist 
in Planung 

Setzen wir 
nicht ein 

Weiß nicht 

Anpassung des Sprachstils an Zielgruppen      

Übersetzung in andere Sprachen      

Verbesserung der Textqualität      

Vereinfachung komplexer Inhalte / Barierrefrei-
heit 

     

Andere, und zwar…      

 

e) Wirkungsanalyse 

KI-Einsatz für... Setzen wir 
mind. 1x im 
Monat ein 

Setzen wir ge-
legentlich ein 

Der Einsatz ist 
in Planung 

Setzen wir 
nicht ein 

Weiß nicht 

Analyse von Social-Media-Interaktionen      

Auswertung von eigenen Feedbackdaten      

Optimierung basierend auf Ergebnissen      

Prognose zukünftiger Trends      

Andere, und zwar…      
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Nutzen des KI-Einsatzes in den verschiedenen Phasen der Kommunikationsplanung. Bewerten Sie Nutzen (positive 
Auswirkungen für Ihre Kommunikationsarbeit) des KI-Einsatzes in jeder Phase (0 = gar nicht bis 10 = sehr hoch). 

Bewerten Sie auch Phasen, in denen Sie noch keine Erfahrung haben, basierend auf Ihren Erwartungen und dem, was Sie über KI-
Einsatz wissen. 

 1 2 3 4 5 6 7 8 9 10 

Themenplanung und -recherche           

Zielgruppenanalyse           

Kommunikationszieldefinition           

Medium-/Formatauswahl und -gestaltung           

Stil und Tonalität           

Wirkungsanalyse           

 

Nutzen des KI-Einsatzes in den verschiedenen Phasen der Kommunikationsplanung. Bewerten Sie Nutzen (positive 
Auswirkungen für Ihre Kommunikationsarbeit) des KI-Einsatzes in jeder Phase (0 = gar nicht bis 10 = sehr hoch). 

Bewerten Sie auch Phasen, in denen Sie noch keine Erfahrung haben, basierend auf Ihren Erwartungen und dem, was Sie über KI-
Einsatz wissen. 

 1 2 3 4 5 6 7 8 9 10 

Themenplanung und -recherche           

Zielgruppenanalyse           

Kommunikationszieldefinition           

Medium-/Formatauswahl und -gestaltung           

Stil und Tonalität           

Wirkungsanalyse           

 

Bitte beschreiben Sie kurz die größten Chancen, die Sie bzw. Ihre Abteilung beim KI-Einsatz in der 
Hochschulkommunikation sehen, und ordnen Sie diese einer Phase der KIWI-Matrix zu 

Nennen Sie konkrete Entwicklungsmöglichkeiten, die über den aktuellen Nutzen hinausgehen. 

 Chancen 

Effizienzsteigerung in der Kommunikation  

Verbesserung der Kommunikationsqualität  

Erweiterung der Reichweite der Kommunikation  

Zeiteinsparung bei der Erstellung von Inhalten  

Personalisierung der Kommunikation  

Vereinfachung von Arbeitsprozessen  

 
Bitte beschreiben Sie kurz die größten Herausforderungen oder Risiken, die Sie bzw. Ihre Abteilung beim KI-Einsatz in 
der Hochschulkommunikation sehen, und ordnen Sie diese einer Phase der KIWI-Matrix zu.  

Denken Sie dabei z.B. auch an technische, rechtliche, ethische oder qualitätsbezogene Aspekte. 

 Risiken 

Effizienzsteigerung in der Kommunikation  

Verbesserung der Kommunikationsqualität  

Erweiterung der Reichweite der Kommunikation  

Zeiteinsparung bei der Erstellung von Inhalten  

Personalisierung der Kommunikation  

Vereinfachung von Arbeitsprozessen  
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Zufriedenheit und Herausforderungen 

Wie zufrieden sind Sie mit den Ergebnissen, die Sie bzw. Ihre Abteilung durch den Einsatz von generativen KI-Tools in Ihrer 
Öffentlichkeitsarbeit bisher erzielt haben? Beziehen Sie Ihre Antworten nur auf KI-Tools, die sie regelmäßiger (mind. 1x im 
Monat) nutzen. 1 (sehr unzufrieden) – 5 (sehr zufrieden) 
 

 1 2 3 4 5 

Erfahrungen mit generativen KI-Tools insgesamt      

Texte generieren      

Dokumente auswerten      

Bilder generieren      

Audios generieren      

Videos generieren      

Transkription von Audioinhalten      

Präsentationsfolien erstellen      

Designs generieren      

Übersetzen und Sprachkorrekturen      

 
Welche Herausforderungen oder Schwierigkeiten sind aktuell für Sie bzw. für Ihre Abteilung bei der Nutzung von gene-
rativen KI-Tools in der Öffentlichkeitsarbeit von Bedeutung einstufen? 
Treffen Sie zu jeder Teilfrage eine Einschätzung zur Bedeutsamkeit der Herausforderung. 1 (gar nicht bedeutsam) – 5 (sehr bedeut-
sam): 

 1 2 3 4 5 

Technische Probleme      

Schwierigkeiten bei der optimalen Nutzung der Tools      

Mangelnde Personalisierung oder Anpassungsfähig-
keit 

     

Faktentreue und Verlässlichkeit      

Datenschutzbedenken      

Ethische Bedenken      

Fehlende Weiterbildungsmöglichkeiten      

Akzeptanz innerhalb der Hochschule      

Wie hoch ist in etwa das monatliche Budget Ihrer Abteilung für die Nutzung der oben genannten Dienste (Abonnements, 
Lizenzen, API-Gebühren)? Wählen Sie die Antwort, die am besten passt. 
Bitte wählen Sie nur eine der folgenden Antworten aus: 

 bis 50 Euro 
 50 bis 150 Euro 
 150 bis 500 Euro 
 500 bis 1000 Euro 
 Mehr als 1.000 Euro 
 Weiß ich nicht 

Strategische Integration 

 

12. Welche Rolle spielen generative KI-Tools wie ChatGPT in den internen Diskussionen und Entwicklungen Ihrer 
Hochschule? 

 Trifft (eher) zu Trifft (eher) nicht zu Weiß nicht 

Unsere Hochschule hat bereits einen eigenen KI-Chatbot eingerichtet    

Es gibt regelmäßige Diskussionen in Gremien und Kommissionen in der 
Hochschule über solche KI-Tools 

   

Es wurden Arbeitsgruppen oder Komitees in der Hochschule eingerichtet, 
um sich mit generativen KI-Tools zu befassen 

   

Es existieren bei an unserer Hochschule bereits formelle Richtlinien oder 
Regelungen zur Nutzung von generativen KI-Tools 
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Es gibt Schulungsangebote oder Weiterbildungsmaßnahmen für Mitarbei-
tende und/oder Studierende der Hochschule zu generativen KI-Tools 

   

Unsere Hochschule hat strategische Ziele oder Initiativen im Zusammen-
hang mit generativen KI-Tools definiert 

   

Generative KI-Tools sind bislang kein zentrales Thema in unserer Hoch-
schule 

   

Wir thematisieren und reflektieren in unserer Kommunikationsabteilung re-
gelmäßig den Einsatz von generativer KI in der Hochschulkommunikation 

   

Wir haben uns Regeln für den Einsatz von generativer KI in der Kommunika-
tion gegeben bzw. wir arbeiten nach den Handlungsempfehlungen in der 

Fachcommunity 

   

Wir nutzen Schulungsangebote oder Weiterbildungsmaßnahmen speziell für 
Kommunizierende (Kommunikator:innen oder auch kommunizierende For-

schende), die auf den Einsatz von generativer KI in der Kommunikation aus-
gerichtet sind 

   

Generative KI wird in unserer Abteilung vermutlich individuell mehr genutzt, 
als bei uns offiziell thematisiert wird. 

   

 
Inwiefern trägt generative KI zu folgenden Entwicklungen in Ihrer Hochschulkommunikation bei? 
Treffen Sie zu jeder Teilfrage eine Einschätzung zur Bedeutsamkeit der Herausforderung. (1 = trifft gar nicht zu, 5 = trifft voll zu): 

 1 2 3 4 5 
Professionalisierung der Kommunikationsarbeit 

(höhere Qualitätsstandards, spezialisierte Kompe-
tenzen, professionelleres Auftreten) 

     

Diversifizierung von Zielgruppen und Kanälen 

(neue Zielgruppen, vielfältigere Formate, personali-
sierte Inhalte) 

     

Strategische Ausrichtung der Kommunikation 

(datenbasierte Planung, Anbindung an Hochschul-
strategie, Reputationsmanagement) 

     

Wettbewerbsfähigkeit der Hochschule 

(Konkurrenzfähigkeit, Sichtbarkeit, schnelle Reak-
tion auf Trends) 

     

Professionalisierung der Kommunikationsarbeit 

(höhere Qualitätsstandards, spezialisierte Kompe-
tenzen, professionelleres Auftreten) 

     

Diversifizierung von Zielgruppen und Kanälen 

(neue Zielgruppen, vielfältigere Formate, personali-
sierte Inhalte) 

     

Strategische Ausrichtung der Kommunikation 

(datenbasierte Planung, Anbindung an Hochschul-
strategie, Reputationsmanagement) 

     

Wettbewerbsfähigkeit der Hochschule 

(Konkurrenzfähigkeit, Sichtbarkeit, schnelle Reak-
tion auf Trends) 

     

 

Welche bedeutsamen Veränderungen in der Hochschulkommunikation durch generative KI-Tools erwarten Sie in den 
nächsten 1-2 Jahren? 

Berücksichtigen Sie mögliche Änderungen in Arbeitsabläufen, Teamrollen, Teamgrößen, Inhaltserstellung, Interaktion mit dem Pub-
likum usw. 
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Merkmale der Hochschule 

Welchen Typs ist Ihre Hochschule? Wählen Sie die Antwort, die am besten passt. 
* Bitte wählen Sie nur eine der folgenden Antworten aus: 

 Universität 
 Fachhochschule / HAW 
 Künstlerische Hochschule 
 Duale Hochschule 

In welcher Trägerschaft ist Ihre Hochschule?  
* Bitte wählen Sie nur eine der folgenden Antworten aus: 

 öffentlich-rechtlich 
 privat, staatlich anerkannt 
 kirchlich, staatlich anerkannt 

Wie viele Studierende hat Ihre Hochschule gegenwärtig?  
* Bitte wählen Sie nur eine der folgenden Antworten aus: 

 Bis 2.000 Studierende 
 2.000 bis 5.000 Studierende 
 5.000 bis 10.000 Studierende 
 10.000 bis 20.000 Studierende 
 Mehr als 20.000 Studierende 

Was ist der fachliche Schwerpunkt Ihrer Hochschule, gemessen an der Zahl der Studierenden? Wählen Sie die Antwort, die 
am besten passt. 
* Bitte wählen Sie nur eine der folgenden Antworten aus: 

 Technik- und Naturwissenschaften 
 Geistes- und Sozialwissenschaften 
 Anderer Schwerpunkt 
 Oben genannte Fächerprofile sind etwa gleich groß 
 

Herzlichen Dank für Ihre Teilnahme! 



 

 

Institut für Hochschulforschung Halle-Wittenberg (HoF) 

 
Das Institut für Hochschulforschung (HoF) wurde 1996 gegrün-
det. Es knüpfte an die Vorgängereinrichtung „Projektgruppe 
Hochschulforschung Berlin-Karlshorst“ an, die seit 1991 die 
ostdeutsche Hochschultransformation begleitet hatte. Als An-
Institut ist HoF der Martin-Luther-Universität Halle-Wittenberg 
assoziiert und an der Lehre in verschiedenen Studiengängen 
beteiligt. Direktor des Instituts ist Prof. Peer Pasternack. 

Programm 

Das HoF-Tätigkeitsprofil wird durch fünf Aspekte bestimmt:  

 HoF betreibt primär Forschung über Hochschulen und ist, 
damit verknüpft, in Teilbereichen der Wissenschaftsforschung, 
Zeitgeschichte, Bildungs- und Regionalforschung tätig. Hoch-
schulforschung ist keine Disziplin, sondern ein Forschungsfeld. 
Dieses wird mit öffentlichen Mitteln unterhalten, weil ein 
Handlungsfeld – das Hochschulwesen – aktiv zu gestalten ist: 
Um die Rationalität der entsprechenden Entscheidungsprozes-
se zu steigern, wird handlungsrelevantes Wissen benötigt. In 
diesem Sinne ist HoF bewusst im Feld zwischen Forschung und 
Anwendung tätig. Dabei setzt die Anwendung Forschung vor-
aus – nicht umgekehrt. 

 Das Hochschulsystem bildet einerseits den Adapter zwi-
schen Bildungs- und Wissenschaftssystem. Andererseits trägt 
es zur Kopplung von kultureller und ökonomischer Reproduk-
tion der Gesellschaft bei. Mithin ist die Integration von vier 
Systemlogiken zu bewerkstelligen: gesellschaftlich unterstützte 
individuelle Selbstermächtigung (Bildung), wissensgeleitete 
Erzeugung von Deutungen, Erklärungen und daraus konstruier-
ten Handlungsoptionen (Wissenschaft), sinngebundene Orien-
tierung (Kultur) sowie ressourcengebundene Bedürfnisbefrie-
digung (Ökonomie). Die Hochschulforschung muss dies syste-
matisch abbilden. 

 Daher ist Hochschulforschung ein fortwährendes interdis-
ziplinäres Kopplungsmanöver. Sie empfängt ihre wesentlichen 
methodischen und theoretischen Anregungen aus der Soziolo-
gie, Politikwissenschaft und Pädagogik/Erziehungswissen-
schaft. Systematisch ist sie zwischen den z.T. inhaltlich über-
lappenden Forschungsfeldern Bildungs- und Wissenschaftsfor-
schung angesiedelt. Schnittstellen weist sie insbesondere zur 
Verwaltungs-, Rechts- und Wirtschaftswissenschaft auf, dane-
ben aber auch zu vergleichbar interdisziplinär angelegten Be-
reichen wie der Schul- sowie der Arbeitsmarkt- und Berufsfor-
schung. 

 Die Interdisziplinarität der Hochschulforschung macht eige-
ne Nachwuchsentwicklung nötig. HoF stellt sich dieser Aufga-
be, indem es Promotionsprojekte unterstützt. Alle Promovie-
renden am Institut sind zugleich in die Bearbeitung von For-
schungsprojekten einbezogen, um auf diese Weise einen suk-
zessiven Einstieg in Methoden, theoretische Ansätze und The-
men des Forschungsfeldes zu erlangen. 

 HoF ist das einzige Institut, welches in den ostdeutschen 
Bundesländern systematisch Forschung über Hochschulen be-
treibt. Daraus ergeben sich besondere Projekt- und Anwen-
dungsbezüge. Sie werden unter dem Titel „Raumbezüge der 
Hochschulentwicklung im demografischen Wandel“ integriert. 

Im Mittelpunkt der Arbeit stehen handlungsfeldnahe Analysen 
der aktuellen Hochschulentwicklung: 

 Eine besondere Aufmerksamkeit gilt Untersuchungen zu 
Raumbezügen der Hochschulentwicklung („Hochschule in der 
Region“), Third Mission und Wissenschaftskommunikation.   

 Intensiv bearbeitet HoF Fragen der Hochschulgovernance 
und Hochschulorganisation, des Wissenschaftsmanagements, 
der Qualitätsentwicklung an Hochschulen, akademischer Per-
sonalentwicklung incl. Gleichstellung, der Hochschulbildung, 
Studienreform und Nachwuchsförderung. Damit wird nahezu 
komplett das Spektrum der Hochschulentwicklung und -for-
schung abgedeckt. 

 Ein Alleinstellungsmerkmal ist, dass HoF als einzige unter 
den deutschen Hochschulforschungseinrichtungen kontinuier-
lich auch (zeit-)historische Themen bearbeitet. 

Wissenschaftsinformation 

HoF publiziert die Fachzeitschrift „die hochschule“ und gibt 
beim BWV Berliner Wissenschafts-Verlag die Reihe „Hoch-
schul- und Wissenschaftsforschung Halle-Wittenberg“ heraus. 
Forschungsreports werden in den „HoF-Arbeitsberichten“ ver-
öffentlicht. Dem Wissenstransfer in die praktische Hochschul-
entwicklung widmen sich die „HoF-Handreichungen“. Das Er-
stellen von thematischen Handbüchern und Überblicksdarstel-
lungen ist eine langjährige Spezialität des Instituts. 

HoF verfügt über einen Fachinformationsservice mit Spezialbi-
bliothek. Die öffentlich zugängliche Bibliothek verfügt über ca. 
60.000 Bände und etwa 180 Zeitschriften. Als Besonderheit 
existiert eine umfangreiche Sammlung zum DDR-Hochschulwe-
sen und zu den Hochschulsystemen der osteuropäischen Staa-
ten. Alle Titel der Spezialbibliothek sind über Literaturdaten-
banken recherchierbar.  
Der Fachinformationsservice übernimmt nicht nur Recherche-
leistungen für die Forschung des Instituts. Er speist auch über-
regionale Informationsangebote (FIS Bildung, Deutscher Bil-
dungsserver, FID Erziehungswissenschaft und Bildungsfor-
schung). Davon profitiert wiederum die Forschung am HoF. 
Der Print-Newsletter „HoF-Berichterstatter“ informiert zwei-
mal im Jahr und der HoF-eMail-Newsletter dreimal jährlich 
über die Arbeit des Instituts. Ein Großteil der Informationsan-
gebote steht auf der Website des Instituts zum Download zur 
Verfügung (http://www.hof.uni-halle.de). 

Standort 

Lutherstadt Wittenberg liegt im Osten Sachsen-Anhalts, zwi-
schen Leipzig, Halle und Berlin. Die Ansiedlung des Instituts in 
Wittenberg stand im Kontext der Neubelebung des histori-
schen Universitätsstandorts. 1502 war die Wittenberger Uni-
versität Leucorea gegründet worden und wurde nach mehr als 
300 Jahren, 1817, durch die Vereinigung mit der Universität in 
Halle aufgegeben. In Anknüpfung an die historische Leucorea 
ist 1994 eine gleichnamige Stiftung errichtet worden, in deren 
Räumlichkeiten das Institut ansässig ist. Unter den Wittenber-
ger Instituten ist HoF seit langem das drittmittelstärkste, größ-
te und produktivste. Neben Forschung und Lehre nimmt es 
auch seine eigene Third Mission sehr ernst: Ausdruck dessen 
ist insbesondere, dass die lokale und regionale Bildungsge-
schichte bearbeitet wird, z.B. mit der Website zur historischen 
Universität Wittenberg (www.uni-wittenberg.de). 



 

 

Bislang erschienene HoF-Arbeitsberichte  
 

Online-Fassungen unter 
https://www.hof.uni-halle.de/publikationen/hof_arbeitsberichte.htm 

 
134: Peer Pasternack: Materialheft zu „Auch ein Forschungs-
museum. Das Lutherhaus Wittenberg 1883–2023“, 2025, 84 S. 
133: Ernst-Heinrich Haerter / Justus Henke: Forschungsleistun-
gen und Forschungspersonal an privaten Hochschulen. Ein 
multiperspektivischer Überblick, 2025, 95 S. 
132: Peer Pasternack: Der ostdeutsche Wissenschaftsumbau in 
den 1990er Jahren. Annotierte Bibliografie 1990–2024, 2025, 
239 S. 
131: Christiane Arndt / Anne Richter: Kompetenzverständnisse 
im Spannungsfeld von Persönlichkeitsbildung und Personalent-
wicklung. Öffentliche und private Hochschulen im Vergleich, 
unt. Mitarb. v. Annika Benndorf, 2025, 103 S. 
130: Sebastian Schneider / Olivia Laska / Christiane Maue / 
Robert Aust: „Eine Grauzone gehört ausgelotet“ – Widerstände 
als Folgen von Transferbürokratie, unt. Mitarb. v. Justus Hen-
ke, 2025, 96 S. 
129: Justus Henke / Frederic Krull: Ein Metadatenprofil für On-
lineressourcen zu organisatorischen Rahmenbedingungen der 
Hochschullehre, 2025, 46 S. 
128: Sebastian Schneider / Frederic Krull: Forschungsbezoge-
nes Wissenschaftsmanagement in der Praxis: Bedingungen, 
Rollenbilder und Effekte, 2025, 75 S. 
127: Axel Philipps: Nichtöffentliche Hochschulen in Deutsch-
land: Scoping Review zur empirischen Forschung, 2024, 44 S. 
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